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1 Introduction

It is a fact that many interesting hypoelliptic diffusion operators may be studied by introducing a well-chosen Riemannian foliation. In particular, several sub-Laplacians on sub-Riemannians manifolds often appear as horizontal Laplacians of a foliation and several of the Kolmogorov type hypoelliptic diffusion operators which are used in the theory of kinetic equations appear as the sum of the vertical Laplacian of a foliation and of a first order term.

The goal of the present notes is to survey some geometric analysis tools to study this kind of diffusion operators. We specially would like to stress the importance of subelliptic Bochner’s type identities in this framework and show how they can be used to deduce a variety of results ranging from topological informations on a sub-Riemannian manifold to hypocoercive estimates and convergence to equilibrium for kinetic Fokker-Planck equations. As an illustration of those methods we give a proof of a sub-Riemannian Bonnet-Myers type compactness theorem (Section 6) and study a version of the Bakry-Émery criterion for Kolmogorov type operators (Section 7).

For the proof of the sub-Riemannian Bonnet-Myers theorem we adapt an approach developed in a joint program with Nicola Garofalo. The object of this program initiated in [12, 13] has been to propose a generalized curvature dimension inequality that fits a number of interesting subelliptic situations including the ones considered in these notes. While some of them will be discussed here, the numerous applications of the generalized curvature dimension inequality are beyond the scope of these notes and we will only give the relevant pointers to the literature. We focus here more on the Bonnet-Myers theorem and the geometric framework in which this curvature-dimension estimate is available.

Concerning Section 7 most of the material is actually new, though the main ideas originate from [8].

These notes are organized as follows.

Section 2: We introduce the concept of Riemannian foliation and define the horizontal and vertical Laplacians. Basic theorems like the Bérard-Bergery-Bourguignon commutation theorem will be proved.
Section 3: We study in details some examples of Riemannian foliations with totally geodesic leaves that can be seen as model spaces. Besides the Heisenberg group, these examples are associated to the Hopf fibrations on the sphere. We give explicit expressions for the radial parts of the horizontal and vertical Laplacians and for the horizontal heat kernels of these model spaces.

Section 4: We prove a transverse Weitzenböck formula for the horizontal Laplacian of a Riemannian foliation with totally geodesic leaves. It is the main geometric analysis tool for the study of the horizontal Laplacian. As a first consequence of this Weitzenböck formula, we prove that if natural assumptions are satisfied, then the horizontal Laplacian satisfies the generalized curvature dimension inequality. As a second consequence, we will prove sharp lower bounds for the first eigenvalue of the horizontal Laplacian.

Section 5: In this section, we introduce the horizontal semigroup of a Riemannian foliation with totally geodesic leaves and discuss fundamental questions like essential self-adjointness for the horizontal Laplacian and stochastic completeness. We also prove Li-Yau gradient bounds for this horizontal semigroup.

Section 6: By using semigroup methods, we prove a sub-Riemannian Bonnet-Myers theorem in the context of Riemannian foliations with totally geodesic leaves.

Section 7: This last section is an introduction to the analysis of hypoelliptic Kolmogorov type operators on Riemannian foliations. We mainly focus on the problem of convergence to equilibrium for the parabolic equation associated to the operator and on methods to prove hypocoercive estimates. The example of the kinetic Fokker-Planck equation is given as an illustration.

2 Riemannian foliations and their Laplacians

We review first some basic facts about the geometry of Riemannian foliations that will be needed in the sequel. In particular, we define the horizontal and vertical Laplacians on such foliations and show that they commute if the metric is bundle like and the foliation totally geodesic. For further details about the geometry of Riemannian submersions we refer to Chapter 9 in [22] and for more informations about general Riemannian foliations, we refer to the book by Tondeur [46].

2.1 Riemannian submersions

Let $(\mathbb{M}, g)$ and $(\mathbb{B}, j)$ be smooth and connected Riemannian manifolds.

Definition 2.1 A smooth surjective map $\pi : (\mathbb{M}, g) \rightarrow (\mathbb{B}, j)$ is called a Riemannian submersion if its derivative maps $T_x \pi : T_x \mathbb{M} \rightarrow T_{\pi(x)} \mathbb{B}$ are orthogonal projections, i.e. for every $x \in \mathbb{M}$, the map $T_x \pi (T_x \pi)^* : T_{\pi(x)} \mathbb{B} \rightarrow T_{\pi(x)} \mathbb{B}$ is the identity.
Example 2.2 (Warped products) Let \((M_1, g_1)\) and \((M_2, g_2)\) be Riemannian manifolds and \(f\) be a smooth and positive function on \(M_1\). Then the first projection \((M_1 \times M_2, g_1 \oplus f g_2) \to (M_1, g_1)\) is a Riemannian submersion.

Example 2.3 (Quotient by an isometric action) Let \((M, g)\) be a Riemannian manifold and \(G\) be a closed subgroup of the isometry group of \((M, g)\). Assume that the projection map \(\pi\) from \(M\) to the quotient space \(M/G\) is a smooth submersion. Then there exists a unique Riemannian metric \(j\) on \(M/G\) such that \(\pi\) is a Riemannian submersion.

If \(\pi\) is a Riemannian submersion and \(b \in \mathbb{B}\), the set \(\pi^{-1}\{b\}\) is called a fiber.

For \(x \in M\), \(V_x = \ker(T_x\pi)\) is called the vertical space at \(x\). The orthogonal complement of \(H_x\) shall be denoted \(H_x\) and will be referred to as the horizontal space at \(x\). We have an orthogonal decomposition
\[
T_xM = H_x \oplus V_x
\]
and a corresponding splitting of the metric
\[
g = g_H \oplus g_V.
\]

The vertical distribution \(V\) is of course integrable since it is the tangent distribution to the fibers, but the horizontal distribution is in general not integrable. Actually, in all the situations we will consider the horizontal distribution is everywhere bracket-generating in the sense that for every \(x \in M\), \(\text{Lie}(H)(x) = T_xM\). In that case it is natural to study the sub-Riemannian geometry of the triple \((M, H, g_H)\). As we will see, many interesting examples of sub-Riemannian structures arise in this framework and this is really the situation which is interesting for us.

We shall mainly be interested in submersion with totally geodesic fibers.

Definition 2.4 A Riemannian submersion \(\pi : (M, g) \to (B, j)\) is said to have totally geodesic fibers if for every \(b \in B\), the set \(\pi^{-1}\{b\}\) is a totally geodesic submanifold of \(M\).

Example 2.5 (Quotient by an isometric action) Let \((M, g)\) be a Riemannian manifold and \(G\) be a closed one-dimensional subgroup of the isometry group of \((M, g)\) which is generated by a complete Killing vector field \(X\). Assume that the projection map \(\pi\) from \(M\) to \(M/G\) is a smooth submersion. Then the fibers are totally geodesic if and only if the integral curves of \(X\) are geodesics, which is the case if and only if \(X\) has a constant length.

Example 2.6 (Principal bundle) Let \(M\) be a principal bundle over \(\mathbb{B}\) with fiber \(F\) and structure group \(G\). Then, given a Riemannian metric \(j\) on \(\mathbb{B}\), a \(G\)-invariant metric \(k\) on \(F\) and a \(G\) connection form \(\theta\), there exists a unique Riemannian metric \(g\) on \(M\) such that the bundle projection map \(\pi : M \to \mathbb{B}\) is a Riemannian submersion with totally geodesic fibers isometric to \((F, k)\) and such that the horizontal distribution of \(\theta\) is the orthogonal complement of the vertical distribution. We refer to [18], page 78, for a proof. In the case of the tangent bundle of a Riemannian manifold, the construction yields the Sasaki metric on the tangent bundle.
As we will see, for a Riemannian submersion with totally geodesic fibers, all the fibers are isometric. The argument, due to Hermann [35] relies on the notion of basic vector field that we now introduce.

Let $\pi : (M, g) \to (B, j)$ be a Riemannian submersion. A vector field $X \in \Gamma^\infty(TM)$ is said to be projectable if there exists a smooth vector field $\overline{X}$ on $B$ such that for every $x \in M$, $T_x \pi(X(x)) = \pi(\overline{X}(\pi(x)))$. In that case, we say that $X$ and $\overline{X}$ are $\pi$-related.

**Definition 2.7** A vector field $X$ on $M$ is called basic if it is projectable and horizontal.

If $X$ is a smooth vector field on $B$, then there exists a unique basic vector field $\overline{X}$ on $M$ which is $\pi$-related to $X$. This vector is called the lift of $X$.

Notice that if $X$ is a basic vector field and $Z$ is a vertical vector field, then $T_x \pi([X, Z](x)) = 0$ and thus $[X, Z]$ is a vertical vector field. The following result is due to Hermann [35].

**Proposition 2.8** The submersion $\pi$ has totally geodesic fibers if and only if the flow generated by any basic vector field induces an isometry between the fibers.

**Proof.** We denote by $D$ the Levi-Civita connection on $M$. Let $X$ be a basic vector field. If $Z_1, Z_2$ are vertical fields, the Lie derivative of $g$ with respect to $X$ can be computed as

$$(\mathcal{L}_X g)(Z_1, Z_2) = \langle D_{Z_1}X, Z_2 \rangle + \langle D_{Z_2}X, Z_1 \rangle.
$$

Because $X$ is orthogonal to $Z_2$, we now have $\langle D_{Z_1}X, Z_2 \rangle = -\langle X, D_{Z_1}Z_2 \rangle$. Similarly $\langle D_{Z_2}X, Z_1 \rangle = -\langle X, D_{Z_2}Z_1 \rangle$. We deduce

$$(\mathcal{L}_X g)(Z_1, Z_2) = -\langle X, D_{Z_1}Z_2 + D_{Z_2}Z_1 \rangle = -2\langle X, D_{Z_2}Z_1 \rangle.
$$

Thus the flow generated by any basic vector field induces an isometry between the fibers if and only if $D_{Z_1}Z_2$ is always vertical which is equivalent to the fact that the fibers are totally geodesic submanifolds. \qed

**2.2 The horizontal and vertical Laplacians**

Let $\pi : (M, g) \to (B, j)$ be a Riemannian submersion. If $f \in C^\infty(M)$ we define its vertical gradient $\nabla_V$ as the projection of its gradient onto the vertical distribution and its horizontal gradient $\nabla_H$ as the projection of the gradient onto the horizontal distribution. We define then the vertical Laplacian $\Delta_V$ as the generator of the Dirichlet form

$$\mathcal{E}_V(f, g) = -\int_M \langle \nabla_V f, \nabla_V g \rangle d\mu,
$$

where $\mu$ is the Riemannian volume measure on $M$. Similarly, we define the horizontal Laplacian $\Delta_H$ as the generator of the Dirichlet form

$$\mathcal{E}_H(f, g) = -\int_M \langle \nabla_H f, \nabla_V g \rangle d\mu.$$
If $X_1, \ldots, X_n$ is a local orthonormal frame of basic vector fields and $Z_1, \ldots, Z_m$ a local orthonormal frame of the vertical distribution, then we have

$$\Delta_H = -\sum_{i=1}^{n} X_i^* X_i$$

and

$$\Delta_V = -\sum_{i=1}^{m} Z_i^* Z_i,$$

where the adjoints are understood in $L^2(\mu)$. Classically, we have

$$X_i^* = -X_i + \sum_{k=1}^{n} \langle D_{X_k}X_i, X_k \rangle + \sum_{k=1}^{m} \langle D_{Z_k}Z_i, X_k \rangle,$$

where $D$ is the Levi-Civita connection. As a consequence, we obtain

$$\Delta_H = \sum_{i=1}^{n} X_i^2 - \sum_{i=1}^{n} (D_{X_i}X_i)_H - \sum_{i=1}^{m} (D_{Z_i}Z_i)_H,$$

where $(\cdot)_H$ denotes the horizontal part of the vector. In a similar way we obviously have

$$\Delta_V = \sum_{i=1}^{m} Z_i^2 - \sum_{i=1}^{n} (D_{X_i}X_i)_V - \sum_{i=1}^{m} (D_{Z_i}Z_i)_V.$$

We can observe that the Laplace-Beltrami operator $\Delta$ of $M$ can be written

$$\Delta = \Delta_H + \Delta_V.$$

It is worth noting that, in general, $\Delta_H$ is not the lift of the Laplace-Beltrami operator $\Delta_B$ on $B$. Indeed, let us denote by $\overline{X}_1, \cdots, \overline{X}_n$ the vector fields on $B$ which are $\pi$-related to $X_1, \cdots, X_n$. We have

$$\Delta_B = \sum_{i=1}^{n} \overline{X}_i^2 - \sum_{i=1}^{n} D_{\overline{X}_i} \overline{X}_i.$$

Since it is easy to check that $D_{\overline{X}_i} \overline{X}_i$ is $\pi$-related to $(D_{X_i}X_i)_H$, we deduce that $\Delta_H$ lies above $\Delta_B$, i.e. for every $f \in C^\infty(B)$, $\Delta_H(f \circ \pi) = (\Delta_B f) \circ \pi$, if and only if the vector

$$T = \sum_{i=1}^{n} D_{Z_i}Z_i$$

is vertical. This condition is equivalent to the fact that the mean curvature of each fiber is zero, or in other words that the fibers are minimal submanifolds of $M$. This happens for instance for submersions with totally geodesic fibers.

We also note that from Hörmander’s theorem, the operator $\Delta_H$ is subelliptic if the horizontal distribution is bracket generating. Of course, the vertical Laplacian is never subelliptic because the vertical distribution is always integrable.

The following result, though simple, will turn out to be extremely useful in the sequel when dealing with curvature dimension estimates and functional inequalities.
Theorem 2.9 The Riemannian submersion $\pi$ has totally geodesic fibers if and only if for every $f \in C^\infty(M)$,
\[
\langle \nabla_H f, \nabla_H \|\nabla_V f\|^2 \rangle = \langle \nabla_V f, \nabla_V \|\nabla_H f\|^2 \rangle
\]

Proof. If $X_1, \ldots, X_n$ is a local orthonormal frame of basic vector fields and $Z_1, \ldots, Z_m$ a local orthonormal frame of the vertical distribution, then we easily compute that
\[
\langle \nabla_H f, \nabla_H \|\nabla_V f\|^2 \rangle - \langle \nabla_V f, \nabla_V \|\nabla_H f\|^2 \rangle = 2 \sum_{i=1}^n \sum_{j=1}^m (X_i f)(Z_j f)([X_i, Z_j] f).
\]
As a consequence,
\[
\langle \nabla_H f, \nabla_H \|\nabla_V f\|^2 \rangle = \langle \nabla_V f, \nabla_V \|\nabla_H f\|^2 \rangle
\]
if and only if for every basic vector field $X$,
\[
\sum_{j=1}^m (Z_j f)([X, Z_j] f) = 0.
\]
This condition is equivalent to the fact that the flow generated by $X$ induces an isometry between the fibers, and so from Hermann’s Theorem 2.8 this equivalent to the fact that the fibers are totally geodesic.

The second commutation result that characterizes totally geodesic submersions is due to Bérard-Bergery and Bourguignon [21].

Theorem 2.10 The Riemannian submersion $\pi$ has totally geodesic fibers if and only if any basic vector field $X$ commutes with the vertical Laplacian $\Delta_V$. In particular, if $\pi$ has totally geodesic fibers, then for every $f \in C^\infty(M)$,
\[
\Delta_H \Delta_V f = \Delta_V \Delta_H f.
\]

Proof. Assume that the submersion is totally geodesic. Let $X$ be a basic vector field and $\xi_t$ be the flow it generates. Since $\xi$ induces an isometry between the fibers, we have
\[
\xi_t^* (\Delta_V) = \Delta_V.
\]
Differentiating at $t = 0$ yields $[X, \Delta_V] = 0$.
Conversely, assume that for every basic field $X$, $[X, \Delta_V] = 0$. Let $X_1, \ldots, X_n$ be a local orthonormal frame of basic vector fields and $Z_1, \ldots, Z_m$ be a local orthonormal frame of the vertical distribution. The second order part of the operator $[X, \Delta_V]$ must be zero. Given the expression of $\Delta_V$, this implies
\[
\sum_{i=1}^m [X, Z_i] Z_i = 0.
\]
So $X$ leaves the symbol of $\Delta_V$ invariant which is the metric on the vertical distribution. This implies that the flow generated by $X$ induces isometries between the fibers.
Finally, as we have seen, if the submersion is totally geodesic then in a local basic or-thornomal frame
\[
\Delta_H = \sum_{i=1}^{n} X_i^2 - \sum_{i=1}^{n} (D_X X_i)_H.
\]
Since the vectors \((D_X X_i)_H\) are basic, from the previous result \(\Delta_H\) commutes with \(\Delta_V\). □

2.3 Riemannian foliations

In many interesting cases, we do not actually have a globally defined Riemannian submersion but a Riemannian foliation.

Definition 2.11 Let \(\mathbb{M}\) be a smooth and connected \(n + m\) dimensional manifold. A \(m\)-dimensional foliation \(\mathcal{F}\) on \(\mathbb{M}\) is defined by a maximal collection of pairs \(\{(U_\alpha, \pi_\alpha), \alpha \in I\}\) of open subsets \(U_\alpha\) of \(\mathbb{M}\) and submersions \(\pi_\alpha : U_\alpha \rightarrow U_0^\alpha\) onto open subsets of \(\mathbb{R}^n\) satisfying:

- \(\bigcup_{\alpha \in I} U_\alpha = M;\)
- If \(U_\alpha \cap U_\beta \neq \emptyset\), there exists a local diffeomorphism \(\Psi_{\alpha\beta}\) of \(\mathbb{R}^n\) such that \(\pi_\alpha = \Psi_{\alpha\beta} \pi_\beta\) on \(U_\alpha \cap U_\beta\).

The maps \(\pi_\alpha\) are called disintegrating maps of \(\mathcal{F}\). The connected components of the sets \(\pi_\alpha^{-1}(c), c \in \mathbb{R}^n\), are called the plaques of the foliation. A foliation arises from an integrable sub-bundle of \(T\mathbb{M}\), to be denoted by \(\mathcal{V}\) and referred to as the vertical distribution. These are the vectors tangent to the leaves, the maximal integral sub-manifolds of \(\mathcal{V}\).

Foliations have been extensively studied and numerous books are devoted to them. We refer in particular to the book by Tondeur [46].

In the sequel, we shall only be interested in Riemannian foliations with bundle like metric.

Definition 2.12 Let \(\mathbb{M}\) be a smooth and connected \(n + m\) dimensional Riemannian manifold. A \(m\)-dimensional foliation \(\mathcal{F}\) on \(\mathbb{M}\) is said to be Riemannian with a bundle like metric if the disintegrating maps \(\pi_\alpha\) are Riemannian submersions onto \(U_0^\alpha\) with its given Riemannian structure. If moreover the leaves are totally geodesic sub-manifolds of \(\mathbb{M}\), then we say that the Riemannian foliation is totally geodesic with a bundle like metric.

Observe that if we have a Riemannian submersion \(\pi : (\mathbb{M}, g) \rightarrow (\mathbb{B}, j)\), then \(\mathbb{M}\) is equipped with a Riemannian foliation with bundle like metric whose leaves are the fibers of the submersion. Of course, there are many Riemannian foliations with bundle like metric that do not come from a Riemannian submersion.

Example 2.13 (Contact manifolds) Let \((\mathbb{M}, \theta)\) be a \(2n+1\)-dimensional smooth contact manifold. On \(\mathbb{M}\) there is a unique smooth vector field \(T\), the so-called Reeb vector field, that satisfies
\[
\theta(T) = 1, \quad \mathcal{L}_T(\theta) = 0,
\]
where $\mathcal{L}_T$ denotes the Lie derivative with respect to $T$. On $\mathbb{M}$ there is a foliation, the Reeb foliation, whose leaves are the orbits of the vector field $T$. As it is well-known (see for instance [44]), it is always possible to find a Riemannian metric $g$ and a $(1,1)$-tensor field $J$ on $\mathbb{M}$ so that for every vector fields $X,Y$

$$g(X,T) = \theta(X), \quad J^2(X) = -X + \theta(X)T, \quad g(X,JY) = (d\theta)(X,Y).$$

The triple $(\mathbb{M}, \theta, g)$ is called a contact Riemannian manifold. We see then that the Reeb foliation is totally geodesic with bundle like metric if and only if the Reeb vector field $T$ is a Killing field, that is,

$$\mathcal{L}_T g = 0.$$

In that case $(\mathbb{M}, \theta, g)$ is called a K-contact Riemannian manifold.

**Example 2.14 (Sub-Riemannian manifolds with transverse symmetries)** The concept of sub-Riemannian manifold with transverse symmetries was introduced in [13]. Let $\mathbb{M}$ be a smooth, connected manifold with dimension $n + m$. We assume that $\mathbb{M}$ is equipped with a bracket generating distribution $\mathcal{H}$ of dimension $n$ and a fiberwise inner product $g_\mathcal{H}$ on that distribution. It is said that $\mathbb{M}$ is a sub-Riemannian manifold with transverse symmetries if there exists a $m$-dimensional Lie algebra $\mathcal{V}$ of sub-Riemannian Killing vector fields such that for every $x \in \mathbb{M}$,

$$T_x \mathbb{M} = \mathcal{H}(x) \oplus \mathcal{V}(x),$$

where

$$\mathcal{V}(x) = \{Z(x), Z \in \mathcal{V}(x)\}.$$  

The choice of an inner product $g_\mathcal{V}$ on the Lie algebra $\mathcal{V}$ naturally endows $\mathbb{M}$ with a Riemannian metric that makes the decomposition $T_x \mathbb{M} = \mathcal{H}(x) \oplus \mathcal{V}(x)$ orthogonal:

$$g = g_\mathcal{H} \oplus g_\mathcal{V}.$$  

The sub-bundle of $\mathbb{M}$ determined by vector fields in $\mathcal{V}$ gives a foliation on $\mathbb{M}$ which is easily seen to be totally geodesic with bundle like metric.

Since Riemannian foliations with a bundle like metric can locally be described by a Riemannian submersion, we can define a horizontal Laplacian $\Delta_\mathcal{H}$ and a vertical Laplacian $\Delta_\mathcal{V}$. Observe that they commute on smooth functions if the foliation is totally geodesic. More generally all the local properties of a Riemannian submersion extend to Riemannian foliations.

### 3 Horizontal Laplacians and heat kernels on model spaces

We discuss concrete examples of Riemannian foliations with totally geodesic leaves and bundle like metric. We focus in particular on the study of the horizontal Laplacians and of the corresponding heat kernels for which we show that explicit expressions can be given.
The examples we cover are the Heisenberg group and the Hopf fibrations on the sphere. They can respectively be seen as the models of flat and positively curved sub-Riemannian spaces. The negatively curved sub-Riemannian spaces come from totally geodesic pseudo-Riemannian foliations on the anti-de Sitter space and for more details we refer to the thesis of Michel Bonnefont [23] and Jing Wang [51] and their papers [24] and [52]. Besides the Hopf fibrations, there are of course many other situations where sub-Riemannian heat kernels may computed more or less explicitely. We mention in particular the reference [1] which deals with the case of unimodular Lie groups.

3.1 Heisenberg group

One of the simplest non trivial Riemannian submersions with totally geodesic fibers and bracket generating horizontal distribution is associated to the Heisenberg group. The Heisenberg group is the set

$$\mathbb{H}^{2n+1} = \{(x, y, z), x \in \mathbb{R}^n, y \in \mathbb{R}^n, z \in \mathbb{R}\}$$

endowed with the group law

$$(x_1, y_1, z_1) \ast (x_2, y_2, z_2) = (x_1 + x_2, y_1 + y_2, z_1 + z_2 + \langle x_1, y_2 \rangle_{\mathbb{R}^n} - \langle x_2, y_1 \rangle_{\mathbb{R}^n}).$$

The vector fields

$$X_i = \frac{\partial}{\partial x_i} - y_i \frac{\partial}{\partial z},$$

$$Y_i = \frac{\partial}{\partial y_i} + x_i \frac{\partial}{\partial z}$$

and

$$Z = \frac{\partial}{\partial z}$$

form an orthonormal frame of left invariant vector fields for the left invariant metric on $\mathbb{H}^{2n+1}$. Note that the following commutations hold

$$[X_i, Y_j] = 2\delta_{ij}Z, \quad [X_i, Z] = [Y_i, Z] = 0.$$ 

The map

$$\pi : \mathbb{H}^{2n+1} \rightarrow \mathbb{R}^{2n}$$

$$(x, y, z) \rightarrow (x, y)$$

is then a Riemannian submersion with totally geodesic fibers. The horizontal Laplacian is the left invariant operator

$$\Delta_H = \sum_{i=1}^n (X_i^2 + Y_i^2)$$

$$= \sum_{i=1}^n \frac{\partial^2}{\partial x_i^2} + \frac{\partial^2}{\partial y_i^2} + 2 \sum_{i=1}^n \left(x_i \frac{\partial}{\partial y_i} - y_i \frac{\partial}{\partial x_i}\right) \frac{\partial}{\partial z} + (\|x\|^2 + \|y\|^2) \frac{\partial^2}{\partial z^2}.$$
and the vertical Laplacian is the left invariant operator
\[ \Delta_v = \frac{\partial^2}{\partial z^2}. \]

The horizontal distribution
\[ \mathcal{H} = \text{span}\{X_1, \ldots, X_n, Y_1, \ldots, Y_n\} \]
is bracket generating at every point, so \( \Delta_{\mathcal{H}} \) is a subelliptic operator. The operator \( \Delta_{\mathcal{H}} \) is invariant by the action of the orthogonal group of \( \mathbb{R}^{2n} \) on the variables \((x, y)\). Introducing the variable \( r^2 = \|x\|^2 + \|y\|^2 \), we see then that the radial part of \( \Delta_{\mathcal{H}} \) is given by
\[ \Delta_{\mathcal{H}} = \frac{\partial^2}{\partial r^2} + \frac{2n - 1}{r} \frac{\partial}{\partial r} + r^2 \frac{\partial^2}{\partial z^2}. \]

This means that if \( f : \mathbb{R}_{\geq} \times \mathbb{R} \to \mathbb{R} \) is a smooth map and \( \rho \) is the submersion \((x, y, z) \mapsto (\sqrt{\|x\|^2 + \|y\|^2}, z)\) then
\[ \Delta_{\mathcal{H}}(f \circ \rho) = (\Delta_{\mathcal{H}} f) \circ \rho. \]

From this invariance property in order to study the heat kernel and fundamental solution of \( \Delta_{\mathcal{H}} \) at 0 it suffices to study the heat kernel and the fundamental solution of \( \Delta_{\mathcal{H}} \) at 0.

We denote by \( \overline{p}_t(r, z) \) the heat kernel at 0 of \( \Delta_{\mathcal{H}} \). It was first computed explicitly by Gaveau [32], building on previous works by Paul Lévy.

**Proposition 3.1** For \( r \geq 0 \) and \( z \in \mathbb{R} \),
\[ \overline{p}_t(r, z) = \frac{1}{(2\pi)^{n+1}} \int_{\mathbb{R}} e^{i\lambda z} \left( \frac{\lambda}{\sinh(2\lambda t)} \right)^n e^{-\frac{\lambda^2}{4} \coth(2\lambda t)} d\lambda. \]

**Proof.** Since \( \frac{\partial}{\partial z} \) commutes with \( \Delta_{\mathcal{H}} \), the idea is to use a Fourier transform in \( z \). We see then that
\[ \overline{p}_t(r, z) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{i\lambda z} \overline{\Phi}_t(r, \lambda) d\lambda, \]
where \( \Phi_t(r, z, \lambda) \) is the fundamental solution at 0 of the parabolic partial differential equation
\[ \frac{\partial \Phi}{\partial t} = \frac{\partial^2 \Phi}{\partial r^2} + \frac{2n - 1}{r} \frac{\partial \Phi}{\partial r} - \lambda^2 r^2 \Phi. \]

We thus want to compute the semigroup generated by the Schrödinger operator
\[ L_\lambda = \frac{\partial^2}{\partial r^2} + \frac{2n - 1}{r} \frac{\partial}{\partial r} - \lambda^2 r^2. \]

The trick is now to observe that for every \( f \),
\[ L_\lambda \left( e^{\frac{\lambda^2}{4} f} \right) = e^{\frac{\lambda^2}{4}} (2n\lambda + G_\lambda) f, \]
where
\[
G_\lambda = \frac{\partial^2}{\partial r^2} + \left(2\lambda r + \frac{2n - 1}{r}\right) \frac{\partial}{\partial r}.
\]

The operator \(G_\lambda\) turns out to be the radial part of the Ornstein-Uhlenbeck operator \(\Delta_{\mathbb{R}^{2n}} + 2\lambda \langle x, \nabla_{\mathbb{R}^{2n}} \rangle\) whose heat kernel at 0 is a Gaussian density with mean 0 and variance \(\frac{1}{2\lambda}(e^{4\lambda t} - 1)\). This means that the heat kernel at 0 of \(G_\lambda\) is given by
\[
q_t(r) = \frac{1}{(2\pi)^n} \left( \frac{2\lambda}{e^{4\lambda t} - 1} \right)^n e^{-\frac{\lambda r^2}{2e^{4\lambda t} - 1}}.
\]

We conclude
\[
\Phi_t(r, z, \lambda) = \frac{e^{2n\lambda t}}{(2\pi)^n} \left( \frac{2\lambda}{e^{4\lambda t} - 1} \right)^n e^{-\frac{\lambda r^2}{2} e^{-\frac{\lambda r^2}{2e^{4\lambda t} - 1}}}.
\]

As a straightforward corollary, we deduce the heat kernel at 0 of \(\Delta_H\).

**Corollary 3.2** The heat kernel at 0 of \(\Delta_H\) is
\[
p_t(x, y, z) = \frac{1}{(2\pi)^{n+1}} \int_{\mathbb{R}} e^{i\lambda x} \left( \frac{\lambda}{\sinh(2\lambda t)} \right)^n e^{-\frac{\lambda(s^2 + t^2)}{2} \coth(2\lambda t)} d\lambda.
\]

Though it does not seem very explicit, this representation of the heat kernel has many applications and can be used to get very sharp estimates and small-time asymptotics (see [20] and [38, 39]).

### 3.2 The Hopf fibration

The second simplest and geometrically relevant example is given by the celebrated Hopf fibration. The horizontal heat kernel was first computed in [15] that we follow but simplify since, here, the CR structure of the sphere is not relevant for us.

Let us consider the odd dimensional unit sphere
\[
S^{2n+1} = \{ z = (z_1, \cdots, z_{n+1}) \in \mathbb{C}^{n+1}, \| z \| = 1 \}.
\]

There is an isometric group action of \(S^1 = U(1)\) on \(S^{2n+1}\) which is defined by
\[
(z_1, \cdots, z_n) \rightarrow (e^{i\theta} z_1, \cdots, e^{i\theta} z_n).
\]

The generator of this action shall be denoted by \(T\). We thus have for every \(f \in C^\infty(S^{2n+1})\)
\[
T f(z) = \frac{d}{d\theta} f(e^{i\theta} z) \big|_{\theta=0},
\]
so that
\[
T = i \sum_{j=1}^{n+1} \left( z_j \frac{\partial}{\partial z_j} - \overline{z}_j \frac{\partial}{\partial \overline{z}_j} \right).
\]
The quotient space \( S^{2n+1}/U(1) \) is the projective complex space \( \mathbb{CP}^n \) and the projection map \( \pi : S^{2n+1} \to \mathbb{CP}^n \) is a Riemannian submersion with totally geodesic fibers isometric to \( U(1) \). The fibration

\[ U(1) \to S^{2n+1} \to \mathbb{CP}^n \]

is called the Hopf fibration.

To study the geometry of the Hopf fibration, in particular the horizontal Laplacian \( \Delta_H \), it is convenient to introduce a set of coordinates that reflects the action of the isometry group of \( \mathbb{CP}^n \) on \( S^{2n+1} \). Let \((w_1, \cdots, w_n, \theta)\) be the local inhomogeneous coordinates for \( \mathbb{CP}^n \) given by \( w_j = z_j/z_{n+1} \), and \( \theta \) be the local fiber coordinate. i.e., \((w_1, \cdots, w_n)\) parametrizes the complex lines passing through the north pole \( \mathbb{1} \), while \( \theta \) determines a point on the line that is of unit distance from the north pole. More explicitly, these coordinates are given by the map

\[
(w, \theta) \mapsto (we^{i\theta} \cos r, e^{i\theta} \cos r),
\]

where \( r = \arctan \sqrt{\sum_{j=1}^{n} |w_j|^2} \in [0, \pi/2) \), \( \theta \in \mathbb{R}/2\pi\mathbb{Z} \), and \( w \in \mathbb{CP}^n \). In these coordinates, it is clear that \( T = \partial/\partial \theta \) and that the vertical Laplacian is

\[
\Delta_V = \frac{\partial^2}{\partial \theta^2}.
\]

Our goal is now to compute the horizontal Laplacian \( \Delta_H \). This operator is invariant by the action on the variables \((w_1, \cdots, w_n)\) of the group of isometries of \( \mathbb{CP}^n \) that fix the north pole of \( S^{2n+1} \) (this group is \( SU(n) \)). Therefore the heat kernel at the north pole only depends on the variables \((r, \theta)\) and can be computed through the heat of kernel of the radial part \( \bar{\Delta}_H \) of \( \Delta_H \).

Proposition 3.3 Consider the submersion

\[
\rho : S^{2n+1} \to [0, \pi/2) \times \mathbb{R}/2\pi\mathbb{Z}
\]

\[
(w, \theta) \mapsto (r, \theta)
\]

where we recall that \( r = \arctan \sqrt{\sum_{j=1}^{n} |w_j|^2} \). Then for every smooth map \( f : [0, \pi/2) \times \mathbb{R}/2\pi\mathbb{Z} \to \mathbb{R} \),

\[
\Delta_H(f \circ \rho) = (\bar{\Delta}_H f) \circ \rho,
\]

where

\[
\bar{\Delta}_H = \frac{\partial^2}{\partial r^2} + ((2n - 1) \cot r - \tan r) \frac{\partial}{\partial r} + \tan^2 r \frac{\partial^2}{\partial \theta^2}.
\]

Proof. The easiest route is to compute first the radial part of the Laplace-Beltrami operator \( \Delta \) and then to use the formula

\[
\Delta_H = \Delta - \Delta_V = \Delta - \frac{\partial}{\partial \theta^2}.
\]

\(^1\text{We will call north pole the point with complex coordinates } z_1 = 0, \cdots, z_{n+1} = 1.\)
In our parametrization of $S^{2n+1}$ we have,

$$z_{n+1} = e^{i\theta} \cos r.$$  

Therefore if $\delta_1$ denotes the Riemannian distance based at the north pole, we have $\cos \delta_1 = \cos r \cos \theta$ and if $\delta_2$ denotes the Riemannian distance based at the point with real coordinates $(0, \cdots, 0, 1)$ then we have $\cos \delta_2 = \cos r \sin \theta$. The formula for the Laplace-Beltrami operator acting on functions depending on the Riemannian distance based at a point is well-known and we deduce from it that $\Delta$ acts on functions depending only on $\delta_1, \delta_2$ as

$$\frac{\partial^2}{\partial \delta_1^2} + 2n \cot \delta_1 \frac{\partial}{\partial \delta_1} + \frac{\partial^2}{\partial \delta_2^2} + 2n \cot \delta_2 \frac{\partial}{\partial \delta_2}$$

In the variables $(r, \theta)$ this last operator writes

$$\frac{\partial^2}{\partial r^2} + ((2n - 1) \cot r - \tan r) \frac{\partial}{\partial r} + \frac{1}{\cos^2 r} \frac{\partial^2}{\partial \theta^2}.$$  

Thus, we conclude

$$\overline{\Delta}_H = \frac{\partial^2}{\partial r^2} + ((2n - 1) \cot r - \tan r) \frac{\partial}{\partial r} + \frac{1}{\cos^2 r} \frac{\partial^2}{\partial \theta^2} - \frac{\partial}{\partial \theta^2}.$$  

We can observe that $\overline{\Delta}_H$ is symmetric with respect to the measure

$$d\mu = \frac{2\pi^n}{\Gamma(n)} (\sin r)^{2n-1} \cos r dr d\theta,$$

where the normalization is chosen in such a way that

$$\int_{-\pi}^{\pi} \int_{0}^{\frac{\pi}{2}} d\mu = \mu(S^{2n+1}) = \frac{2\pi^{n+1}}{\Gamma(n+1)}.$$

As mentioned above, the heat kernel at the north pole of $\Delta_H$ only depends on $(r, \theta)$, that is $p\left(we^{i\theta} \cos r, e^{i\theta} \cos r\right) = \overline{p}_t(r, \theta)$, where $\overline{p}_t$ is the heat kernel at 0 of $\overline{\Delta}_H$.

**Proposition 3.4** For $t > 0$, $r \in [0, \frac{\pi}{2})$, $\theta \in [-\pi, \pi]$:

$$\overline{p}_t(r, \theta) = \frac{\Gamma(n)}{2\pi^{n+1}} \sum_{k=-\infty}^{+\infty} \sum_{m=0}^{+\infty} (2m + |k| + n) \binom{m + |k| + n - 1}{n - 1} e^{-\lambda_{m,k} t + i \theta} (\cos r)^{|k|} P_{m-1,|k|}^{n-1}(\cos 2r),$$

where $\lambda_{m,k} = 4m(m + |k| + n) + 2|k|n$ and

$$P_{m-1,|k|}^{n-1}(x) = \frac{(-1)^m}{2m m! (1-x)^{n-1}(1+x)^{|k|}} \frac{d^m}{dx^m}((1-x)^{n-1+m}(1+x)^{|k|+m})$$

is a Jacobi polynomial.
Proof. Similarly to the Heisenberg group case, we observe that $\Delta_H$ commutes with $\frac{\partial}{\partial \theta}$, so the idea is to expand $p_t(r, \theta)$ as a Fourier series in $\theta$. We can write

$$p_t(r, \theta) = \frac{1}{2\pi} \sum_{k=-\infty}^{+\infty} e^{ik\theta} \phi_k(t, r),$$

where $\phi_k$ is the fundamental solution at 0 of the parabolic equation

$${\frac{\partial \phi_k}{\partial t} = \frac{\partial^2 \phi_k}{\partial r^2} + ((2n - 1) \cot r - \tan r) \frac{\partial \phi_k}{\partial r} - k^2 \tan^2 r \phi_k.}$$

By writing $\phi_k(t, r)$ in the form

$$\phi_k(t, r) = e^{-2n|k|t}(\cos r)^{|k|}g_k(t, \cos 2r),$$

we get

$$\frac{\partial g_k}{\partial t} = 4L_k(g_k),$$

where

$$L_k = (1 - x^2) \frac{\partial^2}{\partial x^2} + \left(\frac{|k| + 1 - n}{1 + n} - \frac{|k| + 1 + n}{1 + n}x\right) \frac{\partial}{\partial x}.$$ 

The eigenvectors of $L_k$ solve the Jacobi differential equation, and are thus given by the Jacobi polynomials

$$P_{m-1,|k|}(x) = \frac{(-1)^m}{2^m m! (1 - x)^{n-1} (1 + x)^{|k|}} \frac{d^m}{dx^m}((1 - x)^{n-1+m} (1 + x)^{|k|+m}),$$

which satisfy

$$L_k(P_{m-1,|k|})(x) = -m(m + n + |k|)P_{m-1,|k|}(x).$$

By using the fact that the family $(P_{m-1,|k|}(x)(1 + x)^{|k|/2})_{m \geq 0}$ is an orthogonal basis of $L^2([-1, 1], (1 - x)^{n-1}dx)$, such that

$$\int_{-1}^{1} P_{m-1,|k|}(x)P_{l-1,|k|}(x)(1-x)^{n-1}(1+x)^{|k|}dx = \frac{2^{n+|k|}}{2m + |k| + n} \frac{\Gamma(m + n + |k| + 1)}{\Gamma(m + 1)\Gamma(m + n + |k|)} \delta_{ml},$$

we easily compute the fundamental solution of the operator $\frac{\partial}{\partial t} - 4L_k$ and thus $\bar{p}_t$.  \qed

Note that as a by-product of the previous result we obtain that the $L^2$ spectrum of $-\Delta_H$ is given by

$$\text{Sp}(-\Delta_H) = \{ 4m(m + k + n) + 2kn, k \in \mathbb{N}, m \in \mathbb{N} \}. \quad (3.2)$$

We can give another representation of the heat kernel $\bar{p}_t(r, \theta)$ which is easier to handle analytically. The key idea is to observe that since $\Delta$ and $\frac{\partial}{\partial \theta}$ commute, we formally have

$$e^{t\Delta_H} = e^{-t\frac{|\partial^2}{\partial r^2}} e^{t\Delta}. \quad (3.3)$$
This gives a way to express the horizontal heat kernel in terms of the Riemannian one. Let us recall that the Riemannian heat kernel on the sphere $S^{2n+1}$ is given by

$$q_t(\cos \delta) = \frac{\Gamma(n)}{2\pi^{n+1}} \sum_{m=0}^{+\infty} (m+n)e^{-m(m+2n)t}C^m_n(\cos \delta), \quad (3.4)$$

where, $\delta$ is the Riemannian distance based at the north pole and

$$C^m_n(x) = \frac{(-1)^m}{2^m} \frac{\Gamma(m+2n)\Gamma(n+1/2)}{\Gamma(2n)\Gamma(m+1)\Gamma(n+m+1/2)} \frac{1}{(1-x^2)^{n-1/2}} \frac{d^m}{dx^m}(1-x^2)^{n+m-1/2},$$

is a Gegenbauer polynomial. Another expression of $q_t(\cos \delta)$ is

$$q_t(\cos \delta) = e^{n^2t} \left( -\frac{1}{2\pi \sin \delta} \frac{\partial}{\partial \delta} \right)^n V \quad (3.5)$$

where $V(t, \delta) = \frac{1}{\sqrt{4\pi t}} \sum_{k\in\mathbb{Z}} e^{-\frac{(\delta-2k\pi)^2}{4t}}$ is a theta function.

Using the commutation $[3.3]$ and the formula $\cos \delta = \cos r \cos \theta$, we then infer the following proposition which is easy to prove (see [18] for the details).

**Proposition 3.5** For $t > 0$, $r \in [0, \pi/2)$, $\theta \in [-\pi, \pi]$, 

$$\overline{p}_t(r, \theta) = \frac{1}{\sqrt{4\pi t}} \int_{-\infty}^{+\infty} e^{-\frac{(y+\theta)^2}{4t}} q_t(\cos r \cosh y) dy. \quad (3.6)$$

Applications of this formula are given in [18]. We can, in particular, deduce from it small asymptotics of the kernel when $t \to 0$. Interestingly, these small-time asymptotics allow to compute explicitly the sub-Riemannian distance. For a study of the distance and related geodesics, we refer to [25] and [41].

### 3.3 The quaternionic Hopf fibration

We study now a second example of Riemannian submersion with totally geodesic fibers and compact base: the quaternionic Hopf fibration. Up to exotic examples, the Hopf fibration and the quaternionic Hopf fibration are the only Riemannian submersions of the sphere with totally geodesic fibers (see [29]). The computation of the horizontal heat kernel was first done in [19].

Let

$$\mathbb{H} = \{ q = t + xI + yJ + zK, (t, x, y, z) \in \mathbb{R}^4 \},$$

be the field of quaternions, where $I, J, K$ are the Pauli matrices:

$$I = \begin{pmatrix} i & 0 \\ 0 & -i \end{pmatrix}, \quad J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad K = \begin{pmatrix} 0 & i \\ i & 0 \end{pmatrix}.$$  

The quaternionic norm is given by

$$\|q\|^2 = t^2 + x^2 + y^2 + z^2.$$
Consider now the quaternionic unit sphere which is given by
\[ S^{4n+3} = \{ q = (q_1, \cdots, q_{n+1}) \in \mathbb{H}^{n+1}, \sum_{i=1}^{n+1} \|q_i\|^2 = 1 \}. \]

There is an isometric group action of the Lie group SU(2) on S^{4n+3} which is given by,
\[ g \cdot (q_1, \cdots, q_{n+1}) = (g q_1, \cdots, g q_{n+1}). \]

The three generators of this action are given by
\[ \frac{d}{d\theta} f(e^{I\theta} q) |_{\theta=0} = \sum_{i=1}^{n+1} \left( -x_i \frac{\partial f}{\partial t_i} + t_i \frac{\partial f}{\partial x_i} - z_i \frac{\partial f}{\partial y_i} + y_i \frac{\partial f}{\partial z_i} \right), \]
\[ \frac{d}{d\theta} f(e^{J\theta} q) |_{\theta=0} = \sum_{i=1}^{n+1} \left( -y_i \frac{\partial f}{\partial t_i} + z_i \frac{\partial f}{\partial x_i} + t_i \frac{\partial f}{\partial y_i} - x_i \frac{\partial f}{\partial z_i} \right), \]
and
\[ \frac{d}{d\theta} f(e^{K\theta} q) |_{\theta=0} = \sum_{i=1}^{n+1} \left( -z_i \frac{\partial f}{\partial t_i} - y_i \frac{\partial f}{\partial x_i} + x_i \frac{\partial f}{\partial y_i} + t_i \frac{\partial f}{\partial z_i} \right). \]

The quotient space S^{4n+3}/SU(2) is the projective quaternionic space HP^n and the projection map \( \pi : S^{4n+3} \to \mathbb{H}P^n \) is a Riemannian submersion with totally geodesic fibers isometric to SU(2). The fibration
\[ SU(2) \to S^{4n+3} \to \mathbb{H}P^n \]
is called the quaternionic Hopf fibration.

As for the classical Hopf fibration, the first task is to introduce a convenient set of coordinates. Let \((w_1, \cdots, w_n)\) be the local inhomogeneous coordinates for \(\mathbb{H}P^n\) given by \(w_j = q_{n+1}^{-1} q_j\) and \(\theta_1, \theta_2, \theta_3\) be the local exponential coordinates on the SU(2) fiber. We can locally parametrize \(S^{4n+3}\) by the coordinates
\[ (w, \theta_1, \theta_2, \theta_3) \rightarrow (\cos r e^{I\theta_1+J\theta_2+K\theta_3} w, \cos r e^{I\theta_1+J\theta_2+K\theta_3}), \]
where \(r = \arctan \sqrt{\sum_{j=1}^{n} |w_j|^2} \).

The horizontal Laplacian \(\Delta_H\) is invariant by the action on the variable \(w\) of the group of isometries of \(\mathbb{H}P^n\) that fix the north pole of \(S^{4n+5}\) and by the action on the variables \(\theta_1, \theta_2, \theta_3\) of the group of isometries of SU(2) that fix the identity. Thus the heat kernel of \(\Delta_H\) only depends on the variables \(r = \arctan \sqrt{\sum_{j=1}^{n} |w_j|^2}\) and \(\eta = \sqrt{\theta_1^2 + \theta_2^2 + \theta_3^2}\). Observe that \(\eta\) is the distance based at the identity in SU(2) because
\[ e^{I\theta_1+J\theta_2+K\theta_3} = \cos \eta + \frac{\sin \eta}{\eta} (I\theta_1 + J\theta_2 + K\theta_3). \]
Proposition 3.6 Let us denote by $\rho$ the submersion from $S^{4n+3}$ to $[0, \frac{\pi}{2}) \times [0, \pi)$ such that

$$\rho ((\cos r)e^{i\theta_1 + J\theta_2 + K\theta_3}w, (\cos r)e^{i\theta_1 + J\theta_2 + K\theta_3}) = (r, \eta),$$

where $r = \arctan \sqrt{\sum_{j=1}^{n} |w_j|^2}$ and $\eta = \sqrt{\theta_1^2 + \theta_2^2 + \theta_3^2}$. Then for every smooth function $f : [0, \frac{\pi}{2}) \times [0, \pi) \to \mathbb{R}$,

$$\Delta_H(f \circ \rho) = (\overline{\Delta}_H f) \circ \rho, \quad \Delta_V(f \circ \rho) = (\overline{\Delta}_V f) \circ \rho,$$

where

$$\overline{\Delta}_H = \frac{\partial^2}{\partial r^2} + ((4n - 1) \cot r - 3 \tan r) \frac{\partial}{\partial r} + \tan^2 r \left( \frac{\partial^2}{\partial \eta^2} + 2 \cot \eta \frac{\partial}{\partial \eta} \right),$$

and

$$\overline{\Delta}_V = \frac{\partial^2}{\partial \eta^2} + 2 \cot \eta \frac{\partial}{\partial \eta}.$$

Proof. The formula for $\overline{\Delta}_V$ is clear because $SU(2)$ is isometric to the sphere $S^3$. For the horizontal Laplacian, the proof follows the same lines as in the case of the classical Hopf fibration. Let $\delta_1$ be the distance based at the point $(0, 1) \in \mathbb{H}^n \times \mathbb{H}$, $\delta_2$ be the distance based at the point $(0, I) \in \mathbb{H}^n \times \mathbb{H}$, $\delta_3$ be the distance based at the point $(0, J) \in \mathbb{H}^n \times \mathbb{H}$, and $\delta_4$ be the distance based at the point $(0, K) \in \mathbb{H}^n \times \mathbb{H}$.

The Laplace-Beltrami operator $\Delta$ acts on functions depending only on $\delta_1, \delta_2, \delta_3, \delta_4$ as

$$\sum_{i=1}^{4} \left( \frac{\partial^2}{\partial \delta_i^2} + (4n + 2) \cot \delta_i \frac{\partial}{\partial \delta_i} \right).$$

Observing now that

$$\begin{cases}
\cos r = \sqrt{\cos^2 \delta_1 + \cos^2 \delta_2 + \cos^2 \delta_3 + \cos^2 \delta_4} \\
\tan \eta = \sqrt{\cos^2 \delta_2 + \cos^2 \delta_3 + \cos^2 \delta_4} / \cos \delta_1
\end{cases}
$$

finishes the proof after a simple, but tedious, change of variables. \qed

As a consequence of the previous result, we can check that the Riemannian measure of $S^{4n+3}$ in the coordinates $(r, \eta)$, which is the symmetric measure for $\overline{\Delta}_H$ is given by

$$d\mu = \frac{8\pi^{2n+1}}{\Gamma(2n)} (\sin r)^{4n-1} (\cos r)^3 (\sin \eta)^2 dr d\eta.$$

As before, we denote by $p_t$ the heat kernel at 0 of $\overline{\Delta}_H$.

Proposition 3.7 For $t > 0$, $r \in [0, \frac{\pi}{2})$, $\eta \in [0, \pi]$,

$$p_t(r, \eta) = \sum_{m=0}^{\infty} \sum_{k=0}^{\infty} \alpha_k e^{-\lambda_k t} \frac{\sin (m+1) \eta}{\sin \eta} (\cos r)^{m} P_k^{2n-1, m+1} (\cos 2r)$$

(3.8)
where
\[ \alpha_{k,m} = \frac{\Gamma(2n)}{2\pi^{2n+2}} (2k + m + 2n + 1)(m + 1) \left( \frac{k + m + 2n}{2n - 1} \right), \]
and
\[ \lambda_{k,m} = 4k(k + 2n + m + 1) + nm, \]
and
\[ P_k^{2n-1,m+1}(x) = \frac{(-1)^k}{2^k k!(1-x)^{2n-1}(1+x)^{m+1}} \frac{d^k}{dx^k} \left( (1-x)^{2n-1+k}(1+x)^{m+1+k} \right). \]
is a Jacobi polynomial.

**Proof.** The idea is to expand the subelliptic kernel in spherical harmonics,
\[ \widetilde{p}_t(r, \eta) = \sum_{m=0}^{+\infty} \frac{\sin(m+1)\eta}{\sin \eta} \phi_m(t, r), \]
where \( \frac{\sin(m+1)\eta}{\sin \eta} \) is the eigenfunction of \( \Delta_v = \partial^2 \partial_\eta + 2 \cot \eta \partial_\eta \) which is associated to the eigenvalue \( m(m+2) \). We have the following equation for \( \phi_m \)
\[ \frac{\partial \phi_m}{\partial t} = \frac{\partial^2 \phi_m}{\partial r^2} + ((4n-1) \cot r - 3 \tan r) \frac{\partial \phi_m}{\partial r} - m(m+2)(\tan^2 r) \phi_m. \]
By looking for \( \phi_m \) in the form \( \phi_m(t, r) = e^{-4\pi m t} (\cos r)^m g_m(t, \cos 2r) \), we find that
\[ \frac{\partial g_m}{\partial t} = 4L_m g_m, \]
where
\[ L_m g_m = (1-x^2) \frac{\partial^2 g_m}{\partial x^2} + [(m+2-2n) - (2n+m+2)x] \frac{\partial g_m}{\partial x} + g_m. \]
The eigenvectors of the Jacobi operator \( L_m \) are known to be the Jacobi polynomials
\[ P_k^{2n-1,m+1}(x) = \frac{(-1)^k}{2^k k!(1-x)^{2n-1}(1+x)^{m+1}} \frac{d^k}{dx^k} \left( (1-x)^{2n-1+k}(1+x)^{m+1+k} \right), \]
and the associated eigenvalue is \(-k(k+2n+m+1)\). Therefore, we can write the spectral decomposition of \( \tilde{p}_t \) as
\[ \tilde{p}_t(r, \eta) = \sum_{m=0}^{+\infty} \sum_{k=0}^{\infty} \alpha_{k,m} e^{-4k(k+2n+m+1)+nm} t \frac{\sin(m+1)\eta}{\sin \eta} (\cos r)^m P_k^{2n-1,m+1}(\cos 2r) \]
where \( \alpha_{k,m} \) are determined by considering the initial condition.
Noting that \( (P_k^{2n-1,m+1}(x)(1+x)^{m+1/2})_{k\geq 0} \) is an orthogonal basis of the Hilbert space \( L^2([-1,1], (1-x)^{2n-1}dx) \), that satisfies
\[ \int_{-1}^{1} P_k^{2n-1,m+1}(x) P_l^{2n-1,m+1}(x)(1-x)^{2n-1}(1+x)^{m+1} dx = \frac{2^{2n+m+1}}{2k+m+2n+1} \frac{\Gamma(k+2n)\Gamma(k+m+2)}{\Gamma(k+1)\Gamma(k+2n+m+1)} \delta_{kl}, \]
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allows to compute the $\alpha_{k,m}$’s.

As a byproduct of the spectral expansion of $\bar{p}_t$ we obtain the spectrum of $-\Delta_H$,

$$\text{Sp}(-\Delta_H) = \{4k(k + 2n + m + 1) + nm, k \geq 0, m \geq 0\}. \quad (3.9)$$

Comparing this expansion with the result we obtained in Proposition 3.4, we obtain a very nice formula relating $\bar{p}_t$ to the horizontal kernel of the usual Hopf fibration.

**Proposition 3.8** Let $\hat{p}_t(r, \theta)$ be the radial horizontal kernel of the usual Hopf fibration $S^{4n+1} \to \mathbb{CP}^{2n}$, then for $r \in [0, \frac{\pi}{2})$, $\theta \in [0, \pi]$,

$$p_t(r, \theta) = -e^{4nt} \sin \theta \cos r \frac{\partial}{\partial \theta} \hat{p}_t(r, \theta). \quad (3.10)$$

As in the case of the usual Hopf fibration, we can obtain an alternative representation $p_t(r, \theta)$ which we derive from the decomposition $\Delta = \Delta_H + \Delta_V$.

We denote by $q_t(\cos \delta)$ the heat kernel at 0 of the operator $\frac{d^2}{dt^2} + (4n + 2) \cot \delta \frac{\partial}{\partial \delta}$. We recall that

$$q_t(\cos \delta) = \frac{\Gamma(2n + 1)}{2^{2n+2}} \sum_{m=0}^{+\infty} (m + 2n + 1)e^{-m(m+4n+2)t} C_m^{2n+1}(\cos \delta), \quad (3.11)$$

where $\delta$ is the Riemannian distance based at the north pole and

$$C_m^{2n+1}(x) = \frac{(-1)^m}{2^m} \frac{\Gamma(m + 4n + 2)\Gamma(2n + 3/2)}{\Gamma(4n + 2)\Gamma(m + 1)\Gamma(2n + m + 3/2)} \frac{1}{(1-x^2)^{2n+1/2}} \frac{d^m}{dx^m}(1-x^2)^{2n+1/2}$$

is a Gegenbauer polynomial.

If we denote $\overline{\Delta}_{SL(2)} = \frac{d^2}{dt^2} + 2 \coth \eta \frac{\partial}{\partial \eta}$, then from the fact that $\overline{\Delta}_V = \frac{d^2}{dt^2} + 2 \cot \eta \frac{\partial}{\partial \eta}$, it is not hard to see that

$$p_t(r, \eta) = (e^{t\overline{\Delta}_{SL(2)}} f_t)(r, -i\eta), \quad (3.12)$$

where $f_t(\eta) = q_t(\cos r \cos \eta)$. Therefore, an integral representation of $p_t$, can be obtained from an explicit expression of the heat semigroup $e^{t\overline{\Delta}_{SL(2)}}$.

**Lemma 3.9** Let $\overline{\Delta}_{SL(2)} = \frac{d^2}{dt^2} + 2 \coth \eta \frac{\partial}{\partial \eta}$. For every $f : \mathbb{R}_{\geq 0} \to \mathbb{R}$ in the domain of $\overline{\Delta}_{SL(2)}$, we have:

$$(e^{t\overline{\Delta}_{SL(2)}} f)(\eta) = \frac{e^{-t}}{\sqrt{\pi t}} \int_0^{+\infty} \sinh r \sinh \left(\frac{\eta r}{2t}\right) e^{-\frac{r^2 + \eta^2}{4t}} f(r) dr, \quad t \geq 0, \eta \geq 0. \quad (3.13)$$

**Proof.** Let us take a function $f$ which is smooth and compactly supported on $\mathbb{R}_{\geq 0}$. We observe that:

$$\overline{\Delta}_{SL(2)} f = \frac{1}{R} (\overline{\Delta}_{R^3} - 1)(h f),$$
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where
\[ \Delta_{\mathbb{R}^3} = \frac{\partial^2}{\partial \eta^2} + 2 \frac{\partial}{\eta \partial \eta}, \quad h(\eta) = \sinh \frac{\eta}{\eta}. \]

As a consequence, we have
\[ (e^{t\Delta_{\text{SL}}(2)} f)(\eta) = \frac{e^{-t}}{h(\eta)} e^{\Delta_{\mathbb{R}^3}} (hf)(\eta). \]

We are thus left with the computation of \( e^{t\Delta_{\mathbb{R}^3}} \). The operator \( \Delta_{\mathbb{R}^3} \) is the radial part of the Laplacian \( \Delta_{\mathbb{R}^3} \), thus after a routine computation, for \( x \in \mathbb{R}^3 \),
\[ e^{t\Delta_{\mathbb{R}^3}} f(\eta) = \frac{1}{\sqrt{\pi t}} \int_0^{+\infty} \frac{r}{\eta} \sinh \left( \frac{\eta r}{2t} \right) e^{-\frac{r^2+\eta^2}{4t}} f(r) dr. \]

As a consequence, we get the integral representation of \( p_t \).

**Proposition 3.10** For \( t > 0 \), \( r \in [0, \pi/2) \), \( \eta \in [0, \pi] \),
\[ p_t(r, \eta) = \frac{e^{-t}}{\sqrt{\pi t}} \int_0^{+\infty} \frac{y \sin \left( \frac{\eta y}{2t} \right) e^{-\frac{y^2+\eta^2}{4t}} q_t(\cos r \cosh y) dy}{\sin \eta}. \]

We refer to [19] for applications of this formula to the computation of the small-time asymptotics of the kernel and, as a by-product, of the sub-Riemannian distance.

### 4 Transverse Weitzenböck formulas

In this section we establish a Weitzenböck formula for the horizontal Laplacian of a totally geodesic foliation. As a consequence, we prove a generalized curvature dimension inequality for the horizontal Laplacian. In a joint program with Nicola Garofalo it has been proved in a very general and abstract framework that the generalized curvature dimension inequality implies several results:

- Li-Yau type gradient bounds for the heat kernel and associated scale invariant parabolic Harnack inequalities [13];
- Upper and lower Gaussian bounds for the heat kernel [10, 11, 13];
- Boundedness of the Riesz transform [14];
- Sobolev embeddings and isoperimetric inequalities [12, 15];
- Log-Sobolev and transport inequalities [9].
- Bonnet-Myers type compactness theorem [13].
We shall not discuss all of these applications here because it would go beyond the scope of these notes, but we will focus on the Bonnet-Myers compactness result in a later section. In the next section, we will also say some words about the Li-Yau estimates since they are a crucial ingredient in the proof of the Bonnet-Myers type result.

As a second application of the transverse Weitzenböck formula we obtain sharp lower bounds for the first eigenvalue of the horizontal Laplacian.

4.1 The Bott connection

Let $M$ be a smooth, connected manifold with dimension $n + m$. We assume that $M$ is equipped with a Riemannian foliation $\mathcal{F}$ with bundle like metric $g$ and totally geodesic $m$-dimensional leaves.

As usual, the sub-bundle $\mathcal{V}$ formed by vectors tangent to the leaves will be referred to as the set of vertical directions and the sub-bundle $\mathcal{H}$ which is normal to $\mathcal{V}$ will be referred to as the set of horizontal directions. The metric $g$ can be split as

$$g = g_\mathcal{H} \oplus g_\mathcal{V},$$

We define the canonical variation of $g$ as the one-parameter family of Riemannian metrics:

$$g_\varepsilon = g_\mathcal{H} \oplus \frac{1}{\varepsilon} g_\mathcal{V}, \quad \varepsilon > 0.$$

On the Riemannian manifold $(M, g)$ there is the Levi-Civita connection that we denote by $D$, but this connection is not adapted to the study of foliations because the horizontal and the vertical bundle may not be parallel. More adapted to the geometry of the foliation is the Bott’s connection that we now define. It is an easy exercise to check that there exists a unique affine connection $\nabla$ such that:

- $\nabla$ is metric, that is, $\nabla g = 0$;
- For $X, Y \in \Gamma^\infty(\mathcal{H})$, $\nabla_X Y \in \Gamma^\infty(\mathcal{H})$;
- For $U, V \in \Gamma^\infty(\mathcal{V})$, $\nabla_U V \in \Gamma^\infty(\mathcal{V})$;
- For $X, Y \in \Gamma^\infty(\mathcal{H})$, $T(X, Y) \in \Gamma^\infty(\mathcal{V})$ and for $U, V \in \Gamma^\infty(\mathcal{V})$, $T(U, V) \in \Gamma^\infty(\mathcal{H})$, where $T$ denotes the torsion tensor of $\nabla$;
- For $X \in \Gamma^\infty(\mathcal{H}), U \in \Gamma^\infty(\mathcal{V})$, $T(X, U) = 0$.

In terms of the Levi-Civita connection, the Bott connection writes

$$\nabla_X Y = \begin{cases} (D_X Y)_\mathcal{H}, & X, Y \in \Gamma^\infty(\mathcal{H}) \\ [X, Y]_\mathcal{H}, & X \in \Gamma^\infty(\mathcal{V}), Y \in \Gamma^\infty(\mathcal{H}) \\ [X, Y]_\mathcal{V}, & X \in \Gamma^\infty(\mathcal{H}), Y \in \Gamma^\infty(\mathcal{V}) \\ (D_X Y)_\mathcal{V}, & X, Y \in \Gamma^\infty(\mathcal{V}) \end{cases}$$
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where the subscript $\mathcal{H}$ (resp. $\mathcal{V}$) denotes the projection on $\mathcal{H}$ (resp. $\mathcal{V}$). Observe that for horizontal vector fields $X, Y$ the torsion $T(X, Y)$ is given by

$$T(X, Y) = -[X, Y]_\mathcal{V}.$$  

Also observe that for $X, Y \in \Gamma^\infty(\mathcal{V})$ we actually have $(D_X Y)_\mathcal{V} = D_X Y$ because the leaves are assumed to be totally geodesic. Finally, it is easy to check that for every $\varepsilon > 0$, the Bott connection satisfies $\nabla g_\varepsilon = 0$.

**Example 4.1** Let $\mathcal{M} = (M, \theta, g)$ be a K-contact Riemannian manifold. The Bott connection coincides with the Tanno’s connection that was introduced in [44] and which is the unique connection that satisfies:

1. $\nabla \theta = 0$;
2. $\nabla T = 0$;
3. $\nabla g = 0$;
4. $T(X, Y) = d\theta(X, Y) T$ for any $X, Y \in \Gamma^\infty(\mathcal{H})$;
5. $T(T, X) = 0$ for any vector field $X \in \Gamma^\infty(\mathcal{H})$.

We now introduce some tensors and definitions that will play an important role in the sequel.

For $Z \in \Gamma^\infty(TM)$, there is a unique skew-symmetric endomorphism $J_Z : \mathcal{H}_x \to \mathcal{H}_x$ such that for all horizontal vector fields $X$ and $Y$,

$$g_\mathcal{H}(J_Z(X), Y) = g_\mathcal{V}(Z, T(X, Y)).$$  \hspace{1cm} (4.14)

where $T$ is the torsion tensor of $\nabla$. We then extend $J_Z$ to be 0 on $\mathcal{V}_x$. If $Z_1, \cdots, Z_m$ is a local vertical frame, the operator $\sum_{\ell=1}^m J_{Z_\ell} J_{Z_\ell}$ does not depend on the choice of the frame and shall concisely be denoted by $J^2$. For instance, if $\mathcal{M}$ is a K-contact manifold equipped with the Reeb foliation, then $J$ is an almost complex structure, $J^2 = -\text{Id}_\mathcal{H}$.

The horizontal divergence of the torsion $T$ is the $(1, 1)$ tensor which is defined in a local horizontal frame $X_1, \cdots, X_n$ by

$$\delta_\mathcal{H} T(X) = \sum_{j=1}^n (\nabla_{X_j} T)(X_j, X), \quad X \in \Gamma^\infty(M).$$

The $g$-adjoint of $\delta_\mathcal{H} T$ will be denoted $\delta_\mathcal{H} T^*$.

**Definition 4.2** We say that the Riemannian foliation is of Yang-Mills type if $\delta_\mathcal{H} T = 0$.  
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Example 4.3 Let $(M, \theta, g)$ be a K-contact Riemannian manifold. It is easy to see that the Reeb foliation is of Yang-Mills type if and only if $\delta_H J = 0$. Equivalently this condition writes $\delta_H J = 0$. If $M$ is a strongly pseudo convex CR manifold with pseudo-Hermitian form $\theta$, then the Tanaka’s connection is the Tanaka-Webster connection. In that case, we have then $\nabla J = 0$ (see [27]) and thus $\delta_H J = 0$. CR manifold of K-contact type are called Sasakian manifolds (see [27]). Thus the Reeb foliation on any Sasakian manifold is of Yang-Mills type.

Example 4.4 Let $(M, g)$ be a smooth Riemannian manifold. We endow the tangent bundle $TM$ with the Sasaki metric so that the bundle projection $\pi : TM \to M$ is a Riemannian submersion with totally geodesic fibers. In that case the torsion of the Bott connection is given by

$$T(X,Y) = R(X,Y), \quad X, Y \in \Gamma(H),$$

where $R$ is the curvature of the connection form. By using the second Bianchi identity, the Yang-Mills condition is equivalent to the fact that the Ricci tensor of the connection form is a Codazzi tensor, that is for any vector fields $X, Y, Z$ in $\Gamma^\infty(H)$,

$$(\nabla_X \text{Ric})(Y, Z) = (\nabla_Y \text{Ric})(X, Z).$$

In the sequel, we shall need to perform computations on one-forms. For that purpose we introduce some definitions and notations on the cotangent bundle. We say that a one-form to be horizontal (resp. vertical) if it vanishes on the vertical bundle $V$ (resp. on the horizontal bundle $H$). We thus have a splitting of the cotangent space

$$T^*_x M = H^*(x) \oplus V^*(x).$$

The metric $g_e$ induces then a metric on the cotangent bundle which we still denote $g_e$. By using similar notations and conventions as before we have for every $\eta$ in $T^*_x M$,

$$\|\eta\|^2_e = \|\eta\|^2_H + \varepsilon \|\eta\|^2_V.$$

By using the duality given by the metric $g$, $(1,1)$ tensors can also be seen as linear maps on the cotangent bundle $T^*M$. More precisely, if $A$ is a $(1,1)$ tensor, we will still denote by $A$ the fiberwise linear map on the cotangent bundle which is defined as the $g$-adjoint of the dual map of $A$. The same convention will be made for any $(r,s)$ tensor.

We define then the horizontal Ricci curvature $\text{Ric}_H$ as the fiberwise symmetric linear map on one-forms such that for every smooth functions $f, g$,

$$\langle \text{Ric}_H(df), dg \rangle = \text{Ricci}(\nabla_H f, \nabla_H g),$$

where $\text{Ricci}$ is the Ricci curvature of the connection $\nabla$. 
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If $V$ is a horizontal vector field and $\varepsilon > 0$, we consider the fiberwise linear map from the space of one-forms into itself which is given for $\eta \in \Gamma^\infty(T^*M)$ and $Y \in \Gamma^\infty(TM)$ by
\[
\mathfrak{T}_\varepsilon \eta(Y) = \begin{cases} 
\frac{1}{\varepsilon} \eta(J_Y V), & Y \in \Gamma^\infty(V) \\
-\eta(T(V,Y)), & Y \in \Gamma^\infty(H) 
\end{cases}
\]
We observe that $\mathfrak{T}_\varepsilon$ is skew-symmetric for the metric $g_\varepsilon$ so that $\nabla - \mathfrak{T}_\varepsilon$ is a $g_\varepsilon$-metric connection.

If $\eta$ is a one-form, we define the horizontal gradient of $\eta$ in a local frame as the $(0,2)$ tensor
\[
\nabla_H \eta = \sum_{i=1}^n \nabla X_i \eta \otimes \theta_i.
\]
We denote by $\nabla^\sharp_H \eta$ the symmetrization of $\nabla_H \eta$.

Similarly, we will use the notation
\[
\mathfrak{T}_H \eta = \sum_{i=1}^n \mathfrak{T}_\varepsilon X_i \eta \otimes \theta_i.
\]
Finally, we will still denote by $\Delta_H$ the covariant extension on one-forms of the horizontal Laplacian. In a local horizontal frame, we have thus
\[
\Delta_H = -\nabla^*_H \nabla_H = \sum_{i=1}^n \nabla X_i \nabla X_i - \nabla \nabla X_i X_i.
\]

### 4.2 Bochner-Weitzenböck formulas for the horizontal Laplacian

For $\varepsilon > 0$, we consider the following operator which is defined on one-forms by
\[
\Box_\varepsilon = -(\nabla_H - \mathfrak{T}_H)^* (\nabla_H - \mathfrak{T}_H) - \frac{1}{\varepsilon} J^2 + \frac{1}{\varepsilon} \delta H T - \mathfrak{Ric}_H,
\]
where the adjoint is understood with respect to the metric $g_\varepsilon$. It is easily seen that, in a local horizontal frame,
\[
-(\nabla_H - \mathfrak{T}_H)^* (\nabla_H - \mathfrak{T}_H) = \sum_{i=1}^n (\nabla X_i - \mathfrak{T}_\varepsilon X_i)^2 - (\nabla \nabla X_i X_i - \mathfrak{T}_\varepsilon X_i X_i),
\]
Observing that if the foliation is of Yang-Mills type then
\[
\Box_\varepsilon = -(\nabla_H - \mathfrak{T}_H)^* (\nabla_H - \mathfrak{T}_H) - \frac{1}{\varepsilon} J^2 - \mathfrak{Ric}_H.
\]

As a consequence, in the Yang-Mills case the operator $\Box_\varepsilon$ is seen to be symmetric for the metric $g_\varepsilon$.

The following theorem that was proved in [17] is the main result of the section:
**Theorem 4.5** For every \( f \in C^\infty(M) \), we have

\[
d\Delta_H f = \Box_epsilon df.
\]

**Proof.** We only sketch the proof and refer to [17] for the details. If \( Z_1, \ldots, Z_m \) is a local vertical frame of the leaves, we denote

\[
J(\eta) = \sum_{\ell=1}^{m} J_{Z\ell}(\iota_{Z\ell} d\eta_V),
\]

where \( \eta_V \) is the projection of \( \eta \) to the vertical cotangent bundle. It does not depend on the choice of the frame and therefore defines a globally defined tensor. Also, let us consider the map \( T : \Gamma^\infty(\land^2 T^*M) \to \Gamma^\infty(T^*M) \) which is given in a local coframe \( \theta_i \in \Gamma^\infty(H^*) \), \( \nu_k \in \Gamma^\infty(V^*) \)

\[
T(\theta_i \wedge \theta_j) = -\gamma_{ij}^k \nu_k, \quad T(\theta_i \wedge \nu_k) = T(\nu_k \wedge \nu_k) = 0.
\]

A direct computation shows then that

\[
-(\nabla_H - \nabla^*_H) (\nabla_H - \nabla^*_H) = \Delta_H + 2\mathfrak{J} - \frac{2}{\varepsilon} T \circ d + \delta_H T^* - \frac{1}{\varepsilon} \delta_H T + \frac{1}{\varepsilon} J^2.
\]

Thus, we just need to prove that if \( \Box_{\infty} \) is the operator defined on one-forms by

\[
\Box_{\infty} = \Delta_H + 2\mathfrak{J} - \mathcal{Ric}_H + \delta_H T^*,
\]

then for any \( f \in C^\infty(M) \),

\[
d\Delta_H f = \Box_{\infty} df.
\]

A computation in local frame shows that

\[
d\Delta_H f - \Delta_H df = 2\mathfrak{J}(df) - \mathcal{Ric}_H(df) + \delta_H T^*(df),
\]

which completes the proof.

We now state the following Bochner’s type identity.

**Theorem 4.6** For any \( \eta \in \Gamma^\infty(T^*M) \),

\[
\frac{1}{2} \Delta_H \|\eta\|_\varepsilon^2 - \langle \Box_{\varepsilon} \eta, \eta \rangle_\varepsilon = \|\nabla_H \eta - \nabla^*_H \eta\|_\varepsilon^2 + \langle \mathcal{Ric}_H(\eta), \eta \rangle_H - \langle \delta_H T(\eta), \eta \rangle_V + \frac{1}{\varepsilon} \langle J^2(\eta), \eta \rangle_H.
\]

**Proof.** From the very definition of \( \Box_{\varepsilon} \), we have

\[
-\langle \Box_{\varepsilon} \eta, \eta \rangle_\varepsilon = \langle (\nabla_H - \nabla^*_H)^*(\nabla_H - \nabla^*_H) \eta, \eta \rangle_\varepsilon + \langle \mathcal{Ric}_H(\eta), \eta \rangle_H - \langle \delta_H T(\eta), \eta \rangle_V + \frac{1}{\varepsilon} \langle J^2(\eta), \eta \rangle_H.
\]

The idea is now to multiply this by any \( g \in C^\infty_0(M) \) and integrate over \( M \). For that, observe that

\[
\int_M g \langle (\nabla_H - \nabla^*_H) (\nabla_H - \nabla^*_H) \eta, \eta \rangle_\varepsilon d\mu = \int_M \langle (\nabla_H - \nabla^*_H)^2 \eta, \eta \rangle_V d\mu.
\]
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We have now
\[
(\nabla_H - \mathcal{T}_H)(g\eta) = g(\nabla_H - \mathcal{T}_H)(\eta) + \eta \otimes \nabla_H g
\]
and
\[
\int_M \langle (\nabla_H - \mathcal{T}_H)\eta, \eta \otimes \nabla_H g \rangle \, d\mu = \int_M \langle \nabla_H \eta, \eta \otimes \nabla_H g \rangle \, d\mu
\]
\[
= \frac{1}{2} \int_M \langle \nabla_H g, \nabla_H \|\eta\|^2 \rangle \, d\mu.
\]
Putting things together we deduce that
\[
\int_M g\langle (\nabla_H - \mathcal{T}_H)^* (\nabla_H - \mathcal{T}_H)\eta, \eta \rangle \, d\mu = \int_M g\|\nabla_H \eta - \mathcal{T}_H \eta\|^2 \, d\mu - \frac{1}{2} \int_M g\Delta_H \|\eta\|^2 \, d\mu.
\]
Since it is true for every \( g \), we deduce
\[
\langle (\nabla_H - \mathcal{T}_H)^* (\nabla_H - \mathcal{T}_H)\eta, \eta \rangle = \|\nabla_H \eta - \mathcal{T}_H \eta\|^2 - \frac{1}{2} \Delta_H \|\eta\|^2.
\]
Let us observe that
\[
\|\nabla_H \eta - \mathcal{T}_H \eta\|^2 = \|\nabla_H^\# \eta\|^2 - \frac{1}{4} \text{Tr}_H (J^2_\eta) + \varepsilon \|\nabla_H \eta - \mathcal{T}_H \eta\|^2_V,
\]
thus by Cauchy-Schwarz inequality we have for every \( \eta \in \Gamma^\infty(T^* M) \),
\[
\frac{1}{2} \Delta_H \|\eta\|^2 - \langle \Box \varepsilon, \eta, \eta \rangle \varepsilon
\geq \frac{1}{n} \left( \text{Tr}_H \nabla_H^\# \eta \right)^2 - \frac{1}{4} \text{Tr}_H (J^2_\eta) + \langle \text{Ric}_H(\eta), \eta \rangle_H - \langle \delta H T(\eta), \eta \rangle_V + \frac{1}{\varepsilon} \langle J^2(\eta), \eta \rangle_H
\]
\[\text{(4.16)}\]

### 4.3 Generalized curvature dimension inequality

Let \( M \) be a smooth, connected manifold with dimension \( n + m \). We assume that \( M \) is equipped with a Riemannian foliation \( \mathcal{F} \) with bundle like metric \( g \) and totally geodesic \( m \)-dimensional leaves for which the horizontal distribution is Yang-Mills. We also assume that \( M \) is complete and that globally on \( M \), for every \( \eta_1 \in \Gamma^\infty(\mathcal{H}^*) \) and \( \eta_2 \in \Gamma^\infty(\mathcal{V}^*) \),
\[
\langle \text{Ric}_H(\eta_1), \eta_1 \rangle_H \geq \rho_1 \|\eta_1\|_H^2, \quad -\langle J^2(\eta_1), \eta_1 \rangle_H \leq \kappa \|\eta_1\|_H^2, \quad -\frac{1}{4} \text{Tr}_H (J^2_{\eta_2}) \geq \rho_2 \|\eta_2\|_V^2.
\]
for some \( \rho_1 \in \mathbb{R}, \kappa, \rho_2 > 0 \). The third assumption can be thought as a uniform bracket generating condition of the horizontal distribution \( \mathcal{H} \) and from Hörmander’s theorem, it implies that the horizontal Laplacian \( \Delta_H \) is a subelliptic diffusion operator. We insist that for the following results below to be true, the positivity of \( \rho_2 \) is required.

We introduce the following operators defined for \( f, g \in C^\infty(M) \),
\[
\Gamma(f, g) = \frac{1}{2} (\Delta_H (fg) - g\Delta_H f - f\Delta_H g) = \langle \nabla_H f, \nabla_H g \rangle_H
\]
\[ \Gamma^V(f, g) = \langle \nabla_V f, \nabla_V g \rangle_V \]

and their iterations which are defined by
\[ \Gamma_2(f, g) = \frac{1}{2}(\Delta_H(\Gamma(f, g)) - \Gamma(g, \Delta_H f) - \Gamma(f, \Delta_H g)) \]
\[ \Gamma^V_2(f, g) = \frac{1}{2}(\Delta_H(\Gamma^V(f, g)) - \Gamma^V(g, \Delta_H f) - \Gamma^V(f, \Delta_H g)) \]

As a consequence of Theorem 4.5, we obtain the curvature dimension inequality introduced with Nicola Garofalo in [13].

**Theorem 4.7** For every \( f, g \in C^\infty(M) \), and \( \varepsilon > 0 \),
\[ \Gamma_2(f, f) + \varepsilon \Gamma^V_2(f, f) \geq \frac{1}{n} (\Delta_H f)^2 + \left( \rho_1 - \frac{\kappa}{\varepsilon} \right) \Gamma(f, f) + \rho_2 \Gamma^V(f, f), \]

and
\[ \Gamma(f, \Gamma^V(f)) = \Gamma^V(f, \Gamma(f)). \]

**Proof.** From the inequality (4.16), we have for every \( \eta \in \Gamma^\infty(T^*M) \),
\[ \frac{1}{2} \Delta_H \| \eta \|_\varepsilon^2 - \langle \Box \varepsilon \eta, \eta \rangle_\varepsilon \geq \frac{1}{n} \left( \text{Tr}_H \nabla^\#_H \eta \right)^2 - \frac{1}{4} \text{Tr}_H (J^2 \eta) + \langle \text{Ric}_H(\eta), \eta \rangle_H + \frac{1}{\varepsilon} \langle J^2(\eta), \eta \rangle_H. \]

Using this inequality with \( \eta = df \) and taking into account the assumptions
\[ \langle \text{Ric}_H(\eta_1), \eta_1 \rangle_H \geq \rho_1 \| \eta_1 \|_H^2, \quad \langle J^2(\eta_1), \eta_1 \rangle_H \leq \kappa \| \eta_1 \|_H^2, \quad \frac{1}{4} \text{Tr}_H (J^2 \eta_2) \geq \rho_2 \| \eta_2 \|_V^2, \]

immediately yields the expected result. The intertwining \( \Gamma(f, \Gamma^V(f)) = \Gamma^V(f, \Gamma(f)) \) is proved in Theorem 2.9. \( \square \)

### 4.4 Sharp lower bound for the first eigenvalue of the horizontal Laplacian

In this section, as a second application of the transverse Weitzenböck formula proved in the previous chapter, we obtain a sharp lower for the first non zero eigenvalue of the horizontal Laplacian.

Let \( \mathcal{M} \) be a compact, smooth, connected manifold with dimension \( n + m \). We assume that \( \mathcal{M} \) is equipped with a Riemannian foliation \( \mathcal{F} \) with bundle like metric \( g \) and totally geodesic \( m \)-dimensional leaves. We also assume that \( \mathcal{M} \) is of Yang-Mills type.

We prove the following result that was first obtained in [16] in a less general setting. Let us point out that this bound may not be obtained as a consequence of the generalized curvature dimension inequality only.
Theorem 4.8 Assume that for every smooth horizontal one-form \( \eta \),
\[
\langle \text{Ric}_H(\eta), \eta \rangle_H \geq \rho_1 \| \eta \|_H^2,
\]
and that for every vertical one-form \( \eta \),
\[
\text{Tr}(J^*_\eta J_\eta) \geq \kappa \| \eta \|_V^2,
\]
with \( \rho_1, \rho_2 > 0 \) and \( \kappa \geq 0 \). Then the first eigenvalue \( \lambda_1 \) of the horizontal Laplacian \( -\Delta_H \) satisfies
\[
\lambda_1 \geq \frac{\rho_1}{1 - \frac{1}{n} + \frac{3\kappa}{\rho_2}}.
\]

To put things in perspective, we give examples where this bound is sharp.

- Let us consider the Hopf fibration \( U(1) \rightarrow S^{2d+1} \rightarrow \mathbb{C}P^d \). As we know, the horizontal Laplacian \( \Delta_H \) is the lift of the Laplace-Beltrami operator on \( \mathbb{C}P^d \) and in that case \( \lambda_1 = 2d \) (see 3.2). On the other hand, for this example, \( \rho_1 = 2(d + 1), \kappa = 1, \rho_2 = 2d \). Thus the bound of Theorem 4.8 is sharp.

- Consider now the quaternionic Hopf fibration \( SU(2) \rightarrow S^{4d+3} \rightarrow \mathbb{H}P^d \). The sub-Laplacian \( \Delta_H \) is then the lift of the Laplace-Beltrami operator on \( \mathbb{H}P^d \) and in that case, \( \lambda_1 = d \) (see 3.9). For this example, \( \rho_1 = d + 2, \kappa = 3, \rho_2 = 4d \). Thus the bound of Theorem 4.8 is still sharp in this example.

We also mention that it has even been proved in [16] that for some Riemannian foliations the equality \( \lambda_1 = \frac{\rho_1}{1 - \frac{1}{n} + \frac{3\kappa}{\rho_2}} \) actually implies that the foliation is equivalent to the classical or the quaternionic Hopf fibration.

Proof. As for the classical Lichnerowicz estimate on Riemannian manifolds, the idea is to integrate on the manifold the Bochner-Weitzenböck equality in Theorem 4.6 but some tricks have to be done. Let \( f \in C^\infty(M) \). Let us first observe that
\[
- \int_M \left\langle \Box_\varepsilon f, df \right\rangle \varepsilon d\mu = - \int_M \left\langle d\Delta_H f, df \right\rangle \sigma d\mu = - \int_M \left\langle d\Delta_H f, df \right\rangle H d\mu - \varepsilon \int_M \left\langle d\Delta_H f, df \right\rangle V d\mu
\]
Thus, by integrating the Bochner-Weitzenböck equality in Theorem 4.6 we obtain
\[
\int_M (\Delta_H f)^2 d\mu - \varepsilon \int_M \left\langle d(\Delta_H f), df \right\rangle V d\mu \geq \int_M \| \nabla_H df - \Sigma_H df \|_V^2 d\mu + \left( \rho_1 - \frac{\kappa}{\varepsilon} \right) \int_M \| df \|_V^2 d\mu.
\] (4.17)

We now compute
\[
\int_M \| \nabla_H df - \Sigma_H df \|_V^2 d\mu = \int_M \| \nabla_H df - \Sigma_H df \|_V^2 d\mu + \varepsilon \int_M \| \nabla_H df - \Sigma_H df \|_V^2 d\mu
\]
\[
= \int_M \| \nabla_H df - \Sigma_H df \|_V^2 d\mu + \varepsilon \int_M \left\langle \nabla_H df, \Sigma_H(df) \right\rangle V d\mu + \varepsilon \int_M \| \Sigma_H df \|_V^2 d\mu.
\] (4.18)
Using the definition $\Sigma_H^\varepsilon$ together with the Yang-Mills assumption, we see that
\[
\int_M \langle \nabla_H df, \Sigma_H^\varepsilon(df) \rangle_V d\mu = \frac{1}{\varepsilon} \int_M \text{Tr}(J_{\nabla_V f}^* J_{\nabla_V f}) d\mu. \tag{4.19}
\]
By using (4.19), the trick is now to write
\[
\int_M \langle \nabla_H df, \Sigma_H^\varepsilon(df) \rangle_V d\mu = \frac{3}{2} \int_M \langle \nabla_H df, \Sigma_H^\varepsilon(df) \rangle_V d\mu - \frac{1}{2} \int_M \langle \nabla_H df, \Sigma_H^\varepsilon(df) \rangle_V d\mu
+ \frac{1}{4\varepsilon} \int_M \text{Tr}(J_{\nabla_V f}^* J_{\nabla_V f}) d\mu.
\]
Coming back to (4.18) and completing the squares gives
\[
\int_M \| \nabla_H df - \Sigma_H^\varepsilon df \|_V^2 d\mu = \int_M \| \nabla_H df - \Sigma_H^\varepsilon df \|_V^2 d\mu + \varepsilon \int_M \| \nabla_H df - \frac{3}{2} \Sigma_H^\varepsilon df \|_V^2 d\mu
+ \frac{1}{2} \int_M \text{Tr}(J_{\nabla_V f}^* J_{\nabla_V f}) - \frac{5}{4\varepsilon} \int_M \| \Sigma_H^\varepsilon df \|_V^2 d\mu.
\]
This yields the lower bound
\[
\int_M \| \nabla_H df - \Sigma_H^\varepsilon df \|_V^2 d\mu \geq \frac{1}{n} \int_M (\Delta_H f)^2 d\mu + \frac{3}{4} \rho_2 \int_M \| df \|_V^2 d\mu - \frac{5}{4\varepsilon} \kappa \int_M \| df \|_V^2 d\mu.
\]
We thus deduce
\[
\frac{n-1}{n} \int_M (\Delta_H f)^2 d\mu - \varepsilon \int_M \langle d(\Delta_H f), df \rangle_V d\mu \geq \left( \rho_1 - \frac{9\kappa}{4\varepsilon} \right) \int_M \| df \|_V^2 d\mu + \frac{3}{4} \rho_2 \int_M \| df \|_V^2 d\mu.
\]
Now if $f$ is an eigenfunction that satisfies $\Delta_H f = -\lambda_1 f$, we get
\[
\frac{n-1}{n} \lambda_1^2 \int_M f^2 d\mu + \varepsilon \lambda_1 \int_M \| df \|_V^2 d\mu \geq \left( \rho_1 - \frac{9\kappa}{4\varepsilon} \right) \lambda_1 \int_M f^2 d\mu + \frac{3}{4} \rho_2 \int_M \| df \|_V^2 d\mu.
\]
Choosing $\varepsilon$ such that
\[
\varepsilon \lambda_1 = \frac{3}{4} \rho_2,
\]
yields the desired lower bound on $\lambda_1$. \hfill \Box

5 The horizontal heat semigroup

We introduce here a fundamental tool in the geometric analysis of Riemannian foliations: the horizontal heat semigroup. We study then some of its properties like stochastic completeness and quickly discuss the Li-Yau estimates for this semigroup.
5.1 Essential self-adjointness of the horizontal Laplacian

Let $\mathbb{M}$ be a smooth, connected manifold with dimension $n + m$. We assume that $\mathbb{M}$ is equipped with a Riemannian foliation with a bundle like metric $g$ and totally geodesic $m$-dimensional leaves. We assume that the metric $g$ is complete and denote by $C_0^\infty(\mathbb{M})$ the space of smooth and compactly supported functions on $\mathbb{M}$. We will also assume that the horizontal distribution $\mathcal{H}$ of the foliation is bracket generating. From Hörmander's theorem, the bracket generating condition implies that the horizontal Laplacian $\Delta_{\mathcal{H}}$ is hypoelliptic.

An important consequence of the completeness assumption is the fact that there exists an increasing sequence $h_n \in C_0^\infty(\mathbb{M})$ such that $h_n \nearrow 1$ on $\mathbb{M}$, and

$$||\nabla_{\mathcal{H}}h_n||_{\infty} + ||\nabla_Vh_n||_{\infty} \to 0,$$

as $n \to \infty$. We refer to Strichartz ([43]) for a proof of this fact.

It will be convenient to introduce the following operators defined for $f, g \in C^\infty(\mathbb{M})$ by

$$\Gamma(f, g) = \frac{1}{2}(\Delta_{\mathcal{H}}(fg) - g\Delta_{\mathcal{H}}f - f\Delta_{\mathcal{H}}g) = \langle \nabla_{\mathcal{H}}f, \nabla_{\mathcal{H}}g \rangle_{\mathcal{H}},$$

and

$$\Gamma^V(f, g) = \langle \nabla_V f, \nabla_V g \rangle_V.$$

As a shorthand notation, we will use the notations $\Gamma(f) = \Gamma(f, f)$ and $\Gamma^V(f) = \Gamma^V(f, f)$.

**Proposition 5.1** The horizontal Laplacian $\Delta_{\mathcal{H}}$ is essentially self-adjoint on the space $C_0^\infty(\mathbb{M})$.

**Proof.** According to Reed-Simon [42], p. 137, it is enough to prove that if $\Delta_{\mathcal{H}}^*f = \lambda f$ with $\lambda > 0$, then $f = 0$. Since $\Delta_{\mathcal{H}}$ is given on the domain $C_0^\infty(\mathbb{M})$, this means that $\Delta_{\mathcal{H}}f = \lambda f$ in the sense of distributions.

From the hypoellipticity of $\Delta_{\mathcal{H}}$, we first deduce that $f$ has to be a smooth function. Now, for $h \in C_0^\infty(\mathbb{M})$,

$$\int_{\mathbb{M}} \Gamma(f, h^2 f)d\mu = -\int_{\mathbb{M}} f\Delta_{\mathcal{H}}(h^2 f)d\mu = -\int_{\mathbb{M}} (\Delta_{\mathcal{H}}^*f)(h^2 f)d\mu = -\lambda \int_{\mathbb{M}} f^2 h^2 d\mu \leq 0.$$

Since

$$\Gamma(f, h^2 f) = h^2 \Gamma(f, f) + 2fh\Gamma(f, h),$$

we deduce that

$$\int_{\mathbb{M}} h^2 \Gamma(f)d\mu + 2\int_{\mathbb{M}} h\Gamma(f, h)d\mu \leq 0.$$

Therefore, by Schwarz inequality

$$\int_{\mathbb{M}} h^2 \Gamma(f)d\mu \leq 4||f||_2^2||\Gamma(h)||_{\infty}. $$
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If we now use a sequence $h_n$ that satisfies 5.20 and let $n \to \infty$, we obtain $\Gamma(f) = 0$ and therefore $f = 0$, as desired. □

If $\Delta_H = -\int_0^{+\infty} \lambda dE_{\lambda}$ is the spectral resolution of the Friedrichs extension of $\Delta_H$ in $L^2(\mathbb{M}, \mu)$, then by definition, the heat semigroup $(P_t)_{t \geq 0}$ is given by $P_t = \int_0^{+\infty} e^{-\lambda t} dE_{\lambda}$. It is a symmetric Markov semigroup on $L^2(\mathbb{M}, \mu)$. That is, it satisfies the following properties:

- $P_0 = \text{Id}$;
- $P_{t+s} = P_t P_s$, $s, t \geq 0$;
- For $f \in L^2(\mathbb{M}, \mu)$, $\lim_{t \to 0} \|P_t f - f\|_2 = 0$;
- $\|P_t f\|_2 \leq \|f\|_2$;
- If $f \in L^2(\mathbb{M}, \mu)$ is non negative, then $P_t f \geq 0$;
- If $f \in L^2(\mathbb{M}, \mu)$ is less than one, then $P_t f \leq 1$.

By using the Riesz-Thorin interpolation theorem, $(P_t)_{t \geq 0}$ induces a contraction semigroup on all the $L^p(\mathbb{M}, \mu)$'s, $1 \leq p \leq \infty$.

Due to the hypoellipticity of $\Delta_H$, $(t, x) \to P_t f(x)$ is smooth on $\mathbb{M} \times (0, \infty)$ and

$$P_t f(x) = \int_{\mathbb{M}} p(x, y, t) f(y) d\mu(y), \quad f \in C^\infty_0(\mathbb{M}),$$

where $p(x, y, t) > 0$ is the so-called heat kernel associated to $P_t$. Such function is smooth and it is symmetric, i.e.,

$$p(x, y, t) = p(y, x, t).$$

By the semigroup property for every $x, y \in \mathbb{M}$ and $0 < s, t$ we have

$$p(x, y, t + s) = \int_{\mathbb{M}} p(x, z, t) p(z, y, s) d\mu(z) = \int_{\mathbb{M}} p(x, z, t) p(y, z, s) d\mu(z) = P_s(p(x, \cdot, t))(y).$$

For a more analytic view of $(P_t)_{t \geq 0}$, we recall that it can be seen as the unique solution of a parabolic Cauchy problem in $L^p(\mathbb{M}, \mu)$, $1 < p < +\infty$.

**Proposition 5.2** The unique solution of the Cauchy problem

$$\begin{cases}
\frac{\partial u}{\partial t} - \Delta_H u = 0, \\
u(x, 0) = f(x),
\end{cases} \quad f \in L^p(\mathbb{M}, \mu), 1 < p < +\infty,$$

that satisfies $\|u(\cdot, t)\|_p < \infty$ for every $t \geq 0$, is given by $u(x, t) = P_t f(x)$.

We stress that without further conditions, this result fails when $p = 1$ or $p = +\infty$. The case $p = +\infty$ is equivalent to stochastic completeness ($P_1 1 = 1$) and will be discussed in a later section.
5.2 Horizontal heat semigroup on one-forms

Throughout the section, we work under the same assumptions as the previous section and we moreover assume that for every horizontal one-form $\eta$,

$$\langle \text{Ric}_H(\eta), \eta \rangle_H \geq -K\|\eta\|_H^2, \quad -\langle J^2 \eta, \eta \rangle_H \leq \kappa \|\eta\|_H^2,$$

with $K, \kappa \geq 0$. We also assume that the horizontal distribution $H$ is Yang-Mills, which means that

$$\delta_H T = 0.$$

We recall that if we consider the operator defined on one-forms by the formula

$$\square_\varepsilon = -(\nabla_H - \Xi_H^\varepsilon)^*(\nabla_H - \Xi_H^\varepsilon) - \frac{1}{\varepsilon} J^2 - \text{Ric}_H,$$

then for any smooth function $f$,

$$d\Delta_H f = \square_\varepsilon df$$

and for any smooth one-form $\eta$

$$\frac{1}{2}\Delta_H \|\eta\|_{2\varepsilon}^2 - \langle \square_\varepsilon \eta, \eta \rangle_\varepsilon = \|\nabla_H \eta - \Xi_H^\varepsilon \eta\|_{\varepsilon}^2 + \left\langle \left( \text{Ric}_H + \frac{1}{\varepsilon} J^2 \right) \eta, \eta \right\rangle_\varepsilon \geq \left( \rho - \frac{\kappa}{\varepsilon} \right) \|\eta\|_H^2.$$

The operator $\square_\varepsilon$ is symmetric for the metric

$$g_\varepsilon = g_H \oplus \frac{1}{\varepsilon} g_V.$$

Thanks to our assumptions we can even say more.

**Lemma 5.3** The operator $\square_\varepsilon$ is essentially self-adjoint on the space of smooth and compactly supported one-forms for the Riemannian metric $g_\varepsilon$.

**Proof.** We consider an increasing sequence $h_n \in C_0^\infty(\mathbb{M})$, $0 \leq h_n \leq 1$, such that $h_n \not
rightarrow 1$ on $\mathbb{M}$, and $||\Gamma(h_n)||_\infty \rightarrow 0$, as $n \rightarrow \infty$.

To prove that $\square_\varepsilon$ is essentially self-adjoint, once again it is enough to prove that for some $\lambda > 0$, $\square_\varepsilon \eta = \lambda \eta$ with $\eta \in L^2$ implies $\eta = 0$. So, let $\lambda > 0$ and $\eta \in L^2$ such that $\square_\varepsilon \eta = \lambda \eta$. We have then

$$\lambda \int_M h_n^2 \|\eta\|_\varepsilon^2 = \int_M \langle h_n^2 \eta, \square_\varepsilon \eta \rangle_\varepsilon
= \int_M \langle \nabla_H^2 (h_n^2 \eta) - \Xi_H^\varepsilon (h_n^2 \eta), \nabla_H \eta - \Xi_H^\varepsilon \eta \rangle_\varepsilon
+ \int_M h_n^2 \left\langle \left( \frac{1}{\varepsilon} J^2 - \text{Ric}_H \right) \eta, \eta \right\rangle_\varepsilon
= -\int_M \langle \nabla_H (h_n^2 \eta) - \Xi_H^\varepsilon (h_n^2 \eta), \nabla_H \eta - \Xi_H^\varepsilon \eta \rangle_\varepsilon
- \int_M h_n \langle \eta, \nabla_H h_n \eta \rangle_\varepsilon
+ \int_M h_n^2 \left\langle \left( \frac{1}{\varepsilon} J^2 - \text{Ric}_H \right) \eta, \eta \right\rangle_\varepsilon.$$
From our assumptions, the symmetric tensor \(-\frac{1}{\varepsilon} J^2 - \mathcal{Ric}_H\) is bounded from above, thus by choosing \(\lambda\) big enough, we have
\[
\int_M h_n^2 \|\nabla_H \eta - \Sigma^e_{H\eta}\|_e^2 + 2 \int_M h_n \langle \eta, \nabla_{\nabla_H h_n} \eta\rangle_e \leq 0.
\]
By letting \(n \to \infty\), we easily deduce that \(\|\nabla_H \eta - \Sigma^e_{H\eta}\|_e^2 = 0\) which implies \(\nabla_H \eta - \Sigma^e_{H\eta} = 0\).

If we come back to the equation \(\Box_e \eta = \lambda \eta\) and the expression of \(\Box_e\), we see that it implies
\[
\left(-\frac{1}{\varepsilon} J^2 - \mathcal{Ric}_H\right)(\eta) = \lambda \eta.
\]
Our choice of \(\lambda\) forces then \(\eta = 0\). \(\square\)

Since \(\Box_e\) is essentially self-adjoint, it admits a unique self-adjoint extension which generates thanks to the spectral theorem a semigroup \(Q^\varepsilon_t = e^{t\Box_e}\). We recall that \(P_t = e^{t\Delta_H}\) the semigroup generated by \(\Delta_H\). We have the following commutation property:

**Lemma 5.4** If \(f \in C^\infty_0(M)\), then for every \(t \geq 0\),
\[
dP_t f = Q^\varepsilon_t df.
\]

**Proof.** Let \(\eta_t = Q^\varepsilon_t df\). By essential self-adjointness, it is the unique solution in \(L^2\) of the heat equation
\[
\frac{\partial \eta}{\partial t} = \Box_e \eta,
\]
with initial condition \(\eta_0 = df\). From the fact that
\[
dL = \Box_\varepsilon d,
\]
we see that \(\alpha_t = dP_t f\) solves the heat equation
\[
\frac{\partial \alpha}{\partial t} = \Box_\varepsilon \alpha
\]
with the same initial condition \(\alpha_0 = df\). In order to conclude, we thus just need to prove that for every \(t \geq 0\), \(dP_t f\) is in \(L^2\). As usual, we denote by \(\Delta_H\) the vertical Laplacian. The Laplace-Beltrami operator of \(\mathbb{M}\) is therefore \(\Delta = \Delta_H + \Delta_V\). Since the leaves are totally geodesic, \(\Delta\) commutes with \(\Delta_H\) on \(C^2\) functions. Moreover from the spectral theorem, \(\Delta_H e^{t\Delta}\) maps \(C^\infty_0(\mathbb{M})\) into \(L^2(\mathbb{M}, \mu)\). We deduce by essential self-adjointness that \(\Delta_H e^{t\Delta} = e^{t\Delta} \Delta_H\). Similarly we obtain \(e^{s\Delta_H} e^{t\Delta} = e^{t\Delta} e^{s\Delta_H}\) which implies \(\Delta e^{s\Delta_H} = e^{s\Delta_H} \Delta\).
As a consequence we have that for every \(t \geq 0\), \(dP_t f\) is in \(L^2\). \(\square\)

### 5.3 Stochastic completeness

We can now give an important corollary of the commutation of Lemma 5.4.

**Theorem 5.5** For every \(\varepsilon > 0\), \(t \geq 0\), \(x \in \mathbb{M}\) and \(f \in C^\infty_0(\mathbb{M})\),
\[
\|dP_t f(x)\|_\varepsilon \leq e^{(K + \frac{2}{\varepsilon})t} P_t \|df\|_\varepsilon(x).
\]
The idea is to use the Feynman-Kac stochastic representation of $Q^\varepsilon_t$. We denote by $(X_t)_{t\geq 0}$ the symmetric diffusion process generated by $\frac{1}{2}L$ and denote by $e$ its lifetime. Consider the process $\tau^\varepsilon_t: T^*_X M \to T^*_X M$ which is the solution of the following covariant Stratonovitch stochastic differential equation:

$$d[\tau^\varepsilon_t\alpha(X_t)] = \tau^\varepsilon_t\left(\nabla_{\alpha(X_t)} - \frac{1}{2} J^2 + 9\text{Ric}_H\right) dt \alpha(X_t), \quad \tau^\varepsilon_0 = \text{Id}, \quad (5.21)$$

where $\alpha$ is any smooth one-form. By using Gronwall’s lemma, we have for every $t \geq 0$,

$$\|\tau^\varepsilon_t\alpha(X_t)\| \leq e^{\frac{1}{2}(K+\frac{\kappa}{\varepsilon})t}\|\alpha(X_0)\|.$$  

By the Feynman-Kac formula, we have for every smooth and compactly supported one-form

$$Q^\varepsilon_t\eta(x) = \mathbb{E}_x (\tau^\varepsilon_t \eta(X_t) 1_{t<e}).$$

Since $dP_t = Q^\varepsilon_t d$, it follows easily that

$$\|dP_t f(x)\| \leq e^{(K+\frac{\kappa}{\varepsilon})t} P_t \|df\|_\varepsilon(x).$$  

It is well-known that this type of gradient bound implies the stochastic completeness of $P_t$. More precisely, adapting an argument of Bakry [2] yields the following result.

**Theorem 5.6** For $t \geq 0$, one has $P_t 1 = 1$.

**Proof.** Let $f, g \in C_0^\infty(M)$, we have

$$\int_M (P_t f - f) g d\mu = \int_0^t \int_M \left(\frac{\partial}{\partial s} P_s f\right) g d\mu ds$$

$$= \int_0^t \int_M (\Delta_H P_s f) g d\mu ds$$

$$= - \int_0^t \int_M \Gamma(P_s f, g) d\mu ds.$$

By means of Cauchy-Schwarz inequality we find

$$\left|\int_M (P_t f - f) g d\mu\right| \leq \left(\int_0^t e^{(K+\frac{\kappa}{\varepsilon})s} ds\right) \sqrt{\|\Gamma(f)\|_\infty + \varepsilon \|\Gamma(f)\|_\infty} \int_M \Gamma(g) \frac{1}{\varepsilon} d\mu. \quad (5.22)$$

We now apply (5.22) with $f = h_n$, where $h_n$ is an increasing sequence in $C_0^\infty(M)$, $0 \leq h_n \leq 1$, such that $h_n \nearrow 1$ on $M$, and $\|\Gamma(h_n)\|_\infty \to 0$, as $n \to \infty$. By monotone convergence theorem we have $P_t h_k(x) \nearrow P_t 1(x)$ for every $x \in M$. We conclude that the left-hand side of (5.22) converges to $\int_M (P_t 1 - 1) g d\mu$. Since the right-hand side converges to zero, we reach the conclusion

$$\int_M (P_t 1 - 1) g d\mu = 0, \quad g \in C_0^\infty(M).$$

Since it is true for every $g \in C_0^\infty(M)$, it follows that $P_t 1 = 1$. □

It is classical and easy to prove that stochastic completeness implies the parabolic comparison principle below.
Proposition 5.7 Let $T > 0$. Let $u, v : \mathbb{M} \times [0, T] \to \mathbb{R}$ be smooth functions such that for every $T > 0$, $\sup_{t \in [0, T]} \|u(\cdot, t)\|_\infty < \infty$, $\sup_{t \in [0, T]} \|v(\cdot, t)\|_\infty < \infty$; If the inequality
\[
\Delta_H u + \frac{\partial u}{\partial t} \geq v
\]
holds on $\mathbb{M} \times [0, T]$, then we have
\[
P_T(u(\cdot, T))(x) \geq u(x, 0) + \int_0^T P_s(v(\cdot, s))(x) ds.
\]

5.4 Li-Yau estimates

We show in this section how to obtain the Li-Yau estimate which is a crucial ingredient to prove the Bonnet-Myers theorem. Henceforth, we will indicate $C^\infty_b(\mathbb{M}) = C^\infty(\mathbb{M}) \cap L^\infty(\mathbb{M})$. A key lemma is the following.

Lemma 5.8 Let $f \in C^\infty_b(\mathbb{M})$, $f > 0$ and $T > 0$, and consider the functions
\[
\phi_1(x, t) = (P_{T-t}f)(x) \Gamma(\ln P_{T-t}f)(x),
\]
\[
\phi_2(x, t) = (P_{T-t}f)(x) \Gamma^V(\ln P_{T-t}f)(x),
\]
which are defined on $\mathbb{M} \times [0, T)$. We have
\[
\Delta_H \phi_1 + \frac{\partial \phi_1}{\partial t} = 2(P_{T-t}f) \Gamma^V(\ln P_{T-t}f).
\]
and
\[
\Delta_H \phi_2 + \frac{\partial \phi_2}{\partial t} = 2(P_{T-t}f) \Gamma^V(\ln P_{T-t}f).
\]

Proof. This is direct computation without trick. Let us just point out that the formula
\[
\Delta_H \phi_2 + \frac{\partial \phi_2}{\partial t} = 2(P_{T-t}f) \Gamma^V(\ln P_{T-t}f).
\]
uses the fact that $\Gamma(g, \Gamma^V(g)) = \Gamma^V(g, \Gamma(g))$ and thus that the foliation is totally geodesic. $\Box$

We now show how to prove the Li-Yau estimates for the horizontal semigroup. The method we use is adapted from [6].

Theorem 5.9 Let $\alpha > 2$. For $f \in C^\infty_0(\mathbb{M})$, $f \geq 0$, $f \neq 0$, the following inequality holds for $t > 0$:
\[
\Gamma(\ln P_t f) + \frac{2\rho_2}{\alpha} \Gamma^V(\ln P_t f)
\]
\[
\leq \left(1 + \frac{\alpha \kappa}{(\alpha - 1)\rho_2} - \frac{2\rho_1}{\alpha} \frac{\Delta_H P_t f}{P_t f} + \frac{n \rho_1^2}{2\alpha} t - \frac{\rho_1 n}{2} \left(1 + \frac{\alpha \kappa}{(\alpha - 1)\rho_2} \right) + \frac{n(\alpha - 1)^2}{8(\alpha - 2)t} \right).\]
Proof. We fix $T > 0$ and consider two functions $a, b : [0, T] \to \mathbb{R}_{\geq 0}$ to be chosen later. Let $f \in C^\infty(M)$, $f \geq 0$. Consider the function

$$\phi(x, t) = a(t)(P_{T-t}f)(x)\Gamma(\ln P_{T-t}f)(x) + b(t)(P_{T-t}f)(x)\Gamma^V(\ln P_{T-t}f)(x).$$

Applying Lemma 5.8 and the curvature-dimension inequality in Theorem 4.7, we obtain

$$\Delta_H \phi + \frac{\partial \phi}{\partial t} = \alpha'(P_{T-t}f)\Gamma(\ln P_{T-t}f) + b'(P_{T-t}f)\Gamma^V(\ln P_{T-t}f) + 2a(P_{T-t}f)\Gamma_3(\ln P_{T-t}f) + 2b(P_{T-t}f)\Gamma_2(\ln P_{T-t}f) \geq \left(a' + 2\rho_1 a - 2\kappa \frac{a^2}{b}\right)(P_{T-t}f)\Gamma(\ln P_{T-t}f) + (b' + 2\rho_2 a)(P_{T-t}f)\Gamma^V(\ln P_{T-t}f) + \frac{2a}{n}(P_{T-t}f)(\Delta_H(\ln P_{T-t}f))^2.$$

But, for any function $\gamma : [0, T] \to \mathbb{R}$

$$(\Delta_H(\ln P_{T-t}f))^2 \geq 2\gamma \Delta_H(\ln P_{T-t}f) - \gamma^2,$$

and from chain rule

$$\Delta_H(\ln P_{T-t}f) = \frac{\Delta_H P_{T-t}f}{P_{T-t}f} - \Gamma(\ln P_{T-t}f).$$

Therefore, we obtain

$$\Delta_H \phi + \frac{\partial \phi}{\partial t} \geq \left(a' + 2\rho_1 a - 2\kappa \frac{a^2}{b} - \frac{4a\gamma}{n}\right)(P_{T-t}f)\Gamma(\ln P_{T-t}f) + (b' + 2\rho_2 a)(P_{T-t}f)\Gamma^V(\ln P_{T-t}f) + \frac{4a\gamma}{n}\Delta_H P_{T-t}f - \frac{2a\gamma^2}{n}P_{T-t}f.$$

The idea is now to choose $a, b, \gamma$ such that

$$\begin{cases} a' + 2\rho_1 a - 2\kappa \frac{a^2}{b} - \frac{4a\gamma}{n} = 0 \\ b' + 2\rho_2 a = 0 \end{cases}$$

With this choice we get

$$\Delta_H \phi + \frac{\partial \phi}{\partial t} \geq \frac{4a\gamma}{n}\Delta_H P_{T-t}f - \frac{2a\gamma^2}{n}P_{T-t}f \quad (5.23)$$

We wish to apply Proposition 5.7. So, we take $f \in C^\infty_0(M)$ and apply the previous inequality with $f_{\varepsilon} = f + \varepsilon$ instead of $f$, where $\varepsilon > 0$. If moreover $a(T) = b(T) = 0$, we end up with the inequality

$$a(0)(P_{T}f_{\varepsilon})(x)\Gamma(\ln P_{T}f_{\varepsilon})(x) + b(0)(P_{T}f)(x)\Gamma^V(\ln P_{T}f_{\varepsilon})(x) \leq -\int_0^T \frac{4a\gamma}{n}dt\Delta_H P_{t}f_{\varepsilon}(x) + \int_0^T \frac{2a\gamma^2}{n}dtP_{T}f_{\varepsilon}(x) \quad (5.24).$$
If we now chose \( b(t) = (T - t)^\alpha \) and \( b, \gamma \) such that
\[
\begin{align*}
& a' + 2\rho_1 a - 2\kappa \frac{a^2}{b} - \frac{4\kappa}{n} = 0 \\
& b' + 2\rho_2 a = 0
\end{align*}
\]
the result follows by a simple computation and sending then \( \varepsilon \to 0 \).

Observe that if \( \text{Ric}_H \geq 0 \), then we can take \( \rho_1 = 0 \) and the estimate simplifies to
\[
\Gamma(\ln P_t f) + \frac{2\rho_2}{\alpha} \Delta_H P_t f \leq \left( 1 + \frac{\alpha\kappa}{(\alpha - 1)\rho_2} \right) \frac{\Delta_H P_t f}{P_t f} + \frac{n(\alpha - 1)^2 \left( 1 + \frac{\alpha\kappa}{(\alpha - 1)\rho_2} \right)^2}{8(\alpha - 2)t}.
\]

By adapting a classical method of Li and Yau \[40\] and integrating this last inequality on sub-Riemannian geodesics leads to a parabolic Harnack inequality (details are in \[13\]).

For \( \alpha > 2 \), we denote
\[
D_\alpha = \frac{n(\alpha - 1)^2 \left( 1 + \frac{\alpha\kappa}{(\alpha - 1)\rho_2} \right)}{4(\alpha - 2)}.
\]

The minimal value of \( D_\alpha \) is difficult to compute, depends on \( \kappa, \rho_2 \) and does not seem relevant because the constants we get are anyhow not optimal. We just point out that the choice \( \alpha = 3 \) turns out to simplify many computations and is actually optimal when \( \kappa = 4\rho_2 \).

**Corollary 5.10** Let us assume that \( \text{Ric}_H \geq 0 \). Let \( f \in L^\infty(M) \), \( f \geq 0 \), and consider \( u(x, t) = P_t f(x) \). For every \( (x, s), (y, t) \in M \times (0, \infty) \) with \( s < t \) one has with \( D_\alpha \) as in \(5.25\)
\[
u(x, s) \leq \nu(y, t) \left( \frac{t}{s} \right)^{\frac{D_\alpha}{2}} \exp \left( \frac{D_\alpha d(x, y)^2}{n(4(t - s))} \right).
\]
Here \( d(x, y) \) is the sub-Riemannian distance between \( x \) and \( y \).

It is classical since the work by Li and Yau (see \[40\]) and not difficult to prove that a parabolic Harnack inequality implies a Gaussian upper bound on the heat kernel. With the curvature dimension inequality in hand, it is actually also possible, but much more difficult, to prove a lower bound. The final result proved in \[10\] is:

**Theorem 5.11** Let us assume that \( \text{Ric}_H \geq 0 \), then for any \( 0 < \varepsilon < 1 \) there exists a constant \( C(\varepsilon) = C(n, \kappa, \rho_2, \varepsilon) > 0 \), which tends to \( \infty \) as \( \varepsilon \to 0^+ \), such that for every \( x, y \in M \) and \( t > 0 \) one has
\[
\frac{C(\varepsilon)^{-1}}{\mu(B(x, \sqrt{t}))} \exp \left( -\frac{D_\alpha d(x, y)^2}{n(4 - \varepsilon)t} \right) \leq p_t(x, y) \leq \frac{C(\varepsilon)}{\mu(B(x, \sqrt{t}))} \exp \left( -\frac{d(x, y)^2}{(4 + \varepsilon)t} \right),
\]
where \( p_t(x, y) \) is the heat kernel of \( \Delta_H \).

We mention that those results are not restricted to the case \( \rho_1 = 0 \) but that similar results may also be obtained when \( \rho_1 \leq 0 \). We refer to \[11\].
6 The horizontal Bonnet-Myers theorem

Let $\mathcal{M}$ be a smooth, connected manifold with dimension $n + m$. We assume that $\mathcal{M}$ is equipped with a Riemannian foliation $\mathcal{F}$ with bundle like complete metric $g$ and totally geodesic $m$-dimensional leaves. We also assume that the horizontal distribution is of Yang-Mills type.

In this section, we prove the following result:

**Theorem 6.1** Assume that for any smooth horizontal one-form $\eta \in \Gamma^\infty(\mathcal{H}^*)$, 
$$\langle \text{Ric}_H(\eta), \eta \rangle_{\mathcal{H}} \geq \rho_1 \|\eta\|^2_{\mathcal{H}}, \quad \langle -J^2(\eta), \eta \rangle_{\mathcal{H}} \leq \kappa \|\eta\|^2_{\mathcal{H}},$$
and that for any vertical one-form $\eta \in \Gamma^\infty(\mathcal{V}^*)$, 
$$\text{Tr}(J^*_\eta J_\eta) \geq \rho_2 \|\eta\|^2_{\mathcal{V}},$$
with $\rho_1, \rho_2 > 0$ and $\kappa \geq 0$. Then the manifold $\mathcal{M}$ is compact and we have
$$\text{diam} \ \mathcal{M} \leq 2\sqrt{3\pi} \sqrt{\frac{\rho_2 + \kappa}{\rho_1 \rho_2} \left( 1 + \frac{3\kappa}{2\rho_2} \right)} \ n,$$
where $\text{diam} \ \mathcal{M}$ is the diameter of $\mathcal{M}$ for the sub-Riemannian distance.

We mention that the bound 
$$\text{diam} \ \mathcal{M} \leq 2\sqrt{3\pi} \sqrt{\frac{\kappa + \rho_2}{\rho_1 \rho_2} \left( 1 + \frac{3\kappa}{2\rho_2} \right)} \ n.$$ 
is not sharp. This is because the method we use, that comes from the joint work with Garofalo [13] is an adaptation of the energy-entropy inequality methods developped by Bakry in [3]. Even in the Riemannian case, Bakry’s methods are known to lead to non sharp constants. An analytical method that leads to sharp diameter constants is based on sharp Sobolev inequalities (see [5]), however as of today, this is still an open question to prove those sharp Sobolev inequalities.

6.1 Ultracontractivity bounds and diameter estimates

In this section, we show how ultracontractivity bounds for the heat semigroup can be used to get diameter bounds on a space. The result we give below is a variation on results due to Bakry [3] and Davies [26]. The result holds true in a great generality in the context of Dirichlet spaces.

Let $\mu$ be a probability measure on a locally compact topological space $\Omega$. We assume that there is on $\Omega$ a regular Dirichlet form $\mathcal{E}$ which is symmetric in $L^2(\Omega, \mu)$ (see Fukushima [31]). Let $(P_t)_{t \geq 0}$ be the symmetric Markov semigroup associated to $\mathcal{E}$. It is well-known that we can associated to $\mathcal{E}$ a distance which is defined as follows.
Let $\mathcal{D}$ be the domain in $L^2(\Omega, \mu)$ of the Dirichlet form $\mathcal{E}$. We denote by $\mathcal{D}_\infty$ the set of bounded functions in $\mathcal{D}$. For $f \in \mathcal{D}_\infty$, we define

$$I_f(h) = \frac{1}{2}(2\mathcal{E}(fg, g)) - \mathcal{E}(f^2, g), \quad g \in \mathcal{D}_\infty.$$  

We then say that $f \in \text{Lip}$ if for every $g \in \mathcal{D}_\infty$,

$$|I_f(g)| \leq \|g\|_1.$$  

For $x, y \in \Omega$, we define

$$d(x, y) = \inf\{f(x) - f(y), f \in \text{Lip}\}$$

and assume that $d$ is a distance everywhere finite that induces the topology of $\Omega$.

**Theorem 6.2** Assume that for every $f \in L^2(\Omega, \mu)$ and $t \geq 0$,

$$\|P_t f\|_\infty \leq \frac{1}{(1 - e^{-\alpha t})^\frac{D}{2}}\|f\|_2,$$

with $\alpha, D > 0$. Then $\Omega$ is compact and its diameter for the distance $d$ satisfies

$$\text{diam}(\Omega) \leq 2\pi \sqrt{\frac{2D}{\alpha}}.$$  

**Proof.** Since

$$\|P_t f\|_\infty \leq \frac{1}{(1 - e^{-\alpha t})^\frac{D}{2}}\|f\|_2,$$

from Davies’ theorem (Theorem 2.2.3 in [26]), for $f \in L^2(\Omega)$ such that $\int_\Omega f^2 d\mu = 1$, we obtain

$$\int_\Omega f^2 \ln f^2 d\mu \leq 2t \int_\Omega \Gamma(f) d\mu - D \ln (1 - e^{-\alpha t}), \quad t > 0.$$  

By minimizing over $t$ the right-hand side of the above inequality, we get that for $f \in L^2(\mathbb{M})$ such that $\int_\mathbb{M} f^2 d\mu = 1$

$$\int_\mathbb{M} f^2 \ln f^2 d\mu \leq \Phi \left( \int_\mathbb{M} \Gamma(f) d\mu \right),$$

where

$$\Phi(x) = D \left[ \left(1 + \frac{2}{\alpha D} x\right) \ln \left(1 + \frac{2}{\alpha D} x\right) - \frac{2}{\alpha D} x \ln \left(\frac{2}{\alpha D} x\right) \right].$$

The function $\Phi$ enjoys the following properties:

- $\Phi'(x)/x^{1/2}$ and $\Phi(x)/x^{3/2}$ are integrable on $(0, \infty)$;
- $\Phi$ is concave;
- $\frac{1}{2} \int_0^{+\infty} \frac{\Phi(x)}{x^{3/2}} dx = \int_0^{+\infty} \frac{\Phi'(x)}{\sqrt{x}} dx = -2 \int_0^{+\infty} \sqrt{x} \Phi''(x) dx < +\infty.$
We can therefore apply Theorem 5.4 in [3] to deduce that the diameter of \( M \) is finite and
\[
\text{diam}(\Omega) \leq -2 \int_0^{+\infty} \sqrt{x}\Phi''(x)dx.
\]
Since \( \Phi''(x) = -\frac{2D}{x(2x+aD)} \), a routine calculation shows
\[
-2 \int_0^{+\infty} \sqrt{x}\Phi''(x)dx = 2\pi \sqrt{\frac{2D}{\alpha}}.
\]

\[\square\]

### 6.2 Proof of the compactness theorem

We now turn to the proof of Theorem 6.1. Let \( M \) be a smooth, connected manifold with dimension \( n + m \). As usual, we assume that \( M \) is equipped with a Riemannian foliation with bundle like complete metric \( g \) and totally geodesic \( m \)-dimensional leaves. We also assume that the horizontal distribution is of Yang-Mills type and that for any smooth horizontal one-form \( \eta \in \Gamma^\infty (H^*) \),
\[
\langle \text{Ric}_H(\eta), \eta \rangle_H \geq \rho_1 \|\eta\|_H^2, \quad \langle -J^2(\eta), \eta \rangle_H \leq \kappa \|\eta\|_H^2,
\]
and that for any vertical \( \eta \in \Gamma^\infty (V^*) \),
\[
\text{Tr}(J^*_\eta J^\eta) \geq \rho_2 \|\eta\|_V^2,
\]
with \( \rho_1, \rho_2 > 0 \) and \( \kappa \geq 0 \).

The first step is to prove that the volume of \( M \) is finite.

**Lemma 6.3** The measure \( \mu \) is finite, i.e. \( \mu(M) < +\infty \) and for every \( x \in M \), \( f \in L^2(M) \),
\[
P_t f(x) \to_{t \to +\infty} \frac{1}{\mu(M)} \int_M f d\mu.
\]

**Proof.** We first prove a gradient bound for the semigroup following an argument close to the one in the proof of Theorem 5.9.

We fix \( T > 0 \) and consider two functions \( a, b : [0, T] \to \mathbb{R}_{\geq 0} \) to be chosen later. Let \( f \in C^\infty_0 (M) \). Consider the function
\[
\phi(x, t) = a(t)\Gamma(P_{T-t}f)(x) + b(t)\Gamma^V(P_{T-t}f)(x).
\]
Computing derivatives and applying the curvature-dimension inequality in Theorem 4.7, we obtain
\[
\Delta_H \phi + \frac{\partial \phi}{\partial t} = a'\Gamma(P_{T-t}f) + b'\Gamma^V(P_{T-t}f) + 2a\Gamma_2(P_{T-t}f) + 2b\Gamma^V_2(P_{T-t}f)
\geq \left( a' + 2\rho_1 a - 2\kappa \frac{a^2}{b} \right) \Gamma(P_{T-t}f) + (b' + 2\rho_2 a)\Gamma^V(P_{T-t}f).
\]
Let us now choose
\[ b(t) = e^{-\frac{2\rho_1\rho_2 t}{\kappa + \rho_2}} \]
and
\[ a(t) = -\frac{b'(t)}{2\rho_2}, \]
so that
\[ b' + 2\rho_2 a = 0 \]
and
\[ a' + 2\rho_1 a - 2\kappa \frac{a^2}{b} = 0. \]

With this choice, we get
\[ \Delta \mathcal{H} \phi + \frac{\partial \phi}{\partial t} \geq 0. \]

From the parabolic comparison theorem Theorem 5.7, we deduce then
\[ \Gamma(P_t f) + \frac{\kappa + \rho_2}{\rho_1} \Gamma^\nu(P_t f) \leq e^{-2\frac{\rho_1\rho_2}{\kappa + \rho_2} t} \left( P_t(\Gamma(f)) + \frac{\kappa + \rho_2}{\rho_1} P_t(\Gamma^\nu(f)) \right) \]

Let \( f, g \in C_0^\infty(M) \), we have
\[
\int_M (P_t f - f) g d\mu = \int_0^t \int_M \left( \frac{\partial}{\partial s} P_s f \right) g d\mu ds \\
= \int_0^t \int_M (\Delta \mathcal{H} P_s f) g d\mu ds \\
= -\int_0^t \int_M \Gamma(P_s f, g) d\mu ds. 
\]

By means of the previous bound and Cauchy-Schwarz inequality we find that
\[
\left| \int_M (P_t f - f) g d\mu \right| \leq \left( \int_0^t e^{-\frac{\rho_1\rho_2 s}{\kappa + \rho_2}} ds \right) \sqrt{\|\Gamma(f)\|_\infty + \frac{\kappa + \rho_2}{\rho_1} \|\Gamma^\nu(f)\|_\infty} \int_M \Gamma(g)^{\frac{1}{2}} d\mu. \tag{6.26} 
\]

It is seen from the spectral theorem that in \( L^2(M, \mu) \) we have a convergence \( P_t f \to P_\infty f \), where \( P_\infty f \) belongs to the domain of \( \Delta \mathcal{H} \). Moreover \( \Delta \mathcal{H} P_\infty f = 0 \). By hypoellipticity of \( \Delta \mathcal{H} \) we deduce that \( P_\infty f \) is a smooth function. Since \( \Delta \mathcal{H} P_\infty f = 0 \), we have \( \Gamma(P_\infty f) = 0 \) and therefore \( P_\infty f \) is constant.

Let us now assume that \( \mu(M) = +\infty \). This implies in particular that \( P_\infty f = 0 \) because no constant besides 0 is in \( L^2(M, \mu) \). Using then (6.26) and letting \( t \to +\infty \), we infer
\[
\left| \int_M f g d\mu \right| \leq \left( \int_0^{+\infty} e^{-\frac{\rho_1\rho_2 s}{\kappa + \rho_2}} ds \right) \sqrt{\|\Gamma(f)\|_\infty + \frac{\kappa + \rho_2}{\rho_1} \|\Gamma^\nu(f)\|_\infty} \int_M \Gamma(g)^{\frac{1}{2}} d\mu 
\]
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Let us assume $g \geq 0$, $g \neq 0$ and take for $f$ a sequence $h_n$ increasing in $C_0^\infty(\mathbb{M})$, $0 \leq h_n \leq 1$, such that $h_n \nearrow 1$ on $\mathbb{M}$, and $||\Gamma(h_n)||_\infty \to 0$ Letting $n \to \infty$, we deduce

$$\int_\mathbb{M} gd\mu \leq 0,$$

which is clearly absurd. As a consequence $\mu(\mathbb{M}) < +\infty$.

The invariance of $\mu$ by the semigroup implies

$$\int_\mathbb{M} P_\infty f d\mu = \int_\mathbb{M} f d\mu,$$

and thus

$$P_\infty f = \frac{1}{\mu(\mathbb{M})} \int_\mathbb{M} f d\mu.$$

Finally, using the Cauchy-Schwarz inequality, we find that for $x \in \mathbb{M}$, $f \in L^2(\mathbb{M}, \mu)$, $s, t, \tau \geq 0$,

$$|P_{t+\tau} f(x) - P_{s+\tau} f(x)| = |P_\tau (P_t f - P_s f)(x)|$$

$$= \left| \int_\mathbb{M} p(\tau, x, y)(P_t f - P_s f)(y)\mu(dy) \right|$$

$$\leq \int_\mathbb{M} p(\tau, x, y)^2 \mu(dy) \|P_t f - P_s f\|_2^2$$

$$\leq p(2\tau, x, x) \|P_t f - P_s f\|_2^2.$$ 

Thus, we have

$$P_t f(x) \to_{t \to +\infty} \frac{1}{\mu(\mathbb{M})} \int_\mathbb{M} f d\mu.$$

□

Since $\mu(\mathbb{M}) < +\infty$, we can assume $\mu(\mathbb{M}) = 1$. The second lemma we need is a uniform bound on the heat kernel of $\Delta_H$, from which we will immediately deduce Theorem 6.1 by using Theorem 6.2.

Lemma 6.4 Let $\beta > 2$. For $f \in C_0^\infty(\mathbb{M})$, $f \geq 0$, and $t \geq 0$,

$$P_t f \leq \frac{1}{\left(1 - e^{-\frac{2\tau_1 e^{t_1^2}}{\sigma_2^2 + \sigma_1^2}}\right)^{\frac{D_\beta}{2}}} \int_\mathbb{M} f d\mu,$$

where

$$D_\beta = \frac{n \beta - 1}{4 \beta - 2} \left(1 + \frac{\kappa}{\rho_2}\right) (\beta - 1).$$
Proof. We fix $T > 0$ and consider functions $a, b : [0, T] \to \mathbb{R}_{\geq 0}$ and $\gamma : [0, T] \to \mathbb{R}$ such that
\[
\begin{cases}
a' + 2\rho_1 a - 2\kappa a^2 - \frac{4\alpha\gamma}{n} = 0 \\
b' + 2\rho_2 a = 0 \\
a(T) = b(T) = 0
\end{cases}
\]
Let $f \in C^\infty_0(\mathbb{M})$, $f \geq 0$. Recall that from the inequality (5.24)
\[
a(0)(P_T f)(x) \Gamma(\ln P_T f)(x) + b(0)(P_T f)(x) \Gamma'(\ln P_T f)(x)
\leq - \int_0^T \frac{4a\gamma}{n} dt \Delta_H P_T f(x) + \int_0^T \frac{2a\gamma^2}{n} dt P_T f(x).
\]
Since the left-hand side is non negative we deduce
\[
-2 \int_0^T a\gamma dt \Delta_H P_T f(x) + \int_0^T a\gamma^2 dt P_T f(x) \geq 0.
\]
Let us choose
\[
b(t) = (e^{-\alpha t} - e^{-\alpha T})^\beta,
\]
with $\beta > 2$, $\alpha = \frac{2\rho_1 \rho_2}{\beta(\rho_2 + \kappa)}$ and $a, \gamma$ such that
\[
\begin{cases}
a' + 2\rho_1 a - 2\kappa a^2 - \frac{4\alpha\gamma}{n} = 0 \\
b' + 2\rho_2 a = 0
\end{cases}
\]
We obtain after some computations:
\[
0 \leq \frac{(2\rho_1 - \alpha)}{2\rho_2 \left(1 - \frac{1}{\beta}\right)} e^{-\alpha T} \Delta_H P_T f + \frac{n(2\rho_1 - \alpha)^2}{16\rho_2 \left(1 - \frac{2}{\beta}\right)} \frac{e^{-2\alpha T}}{1 - e^{-\alpha T}}.
\]
Since $T$ is arbitrary, this implies that for every $t > 0$,
\[
\frac{\Delta_H P_t f}{P_t f} \geq - \frac{n}{8} \frac{\beta(\beta - 1)}{\beta - 2} \frac{2\rho_1 - \alpha}{1 - e^{-\alpha t}}
\]
Taking into account that $P_t f(x) \to_{t \to +\infty} \int_\mathbb{M} f d\mu$ and integrating from 0 to $+\infty$ yields the claim. \hfill \Box

As a consequence of Theorem [6.2] we deduce that $\mathbb{M}$ is compact and that for every $\beta > 2$,
\[
\text{diam}(\mathbb{M}) \leq \pi \left(1 + \frac{\kappa}{\rho_2}\right) \sqrt{\frac{n}{\rho_1}} \sqrt{\frac{\beta(\beta - 1)}{\beta - 2} \left(\beta - \frac{\rho_2}{\rho_2 + \kappa}\right)}.
\]
The optimal $\beta$ does not lead to a nice formula. The value $\beta = 3$ yields the bound
\[
\text{diam} \mathbb{M} \leq 2\sqrt{3\pi} \sqrt{\frac{\rho_2 + \kappa}{\rho_1 \rho_2} \left(1 + \frac{3\kappa}{2\rho_2}\right)} n.
\]
7 Riemannian foliations and hypocoercivity

We now show how the geometry of foliations can be used to study some hypoelliptic diffusion operators that we call Kolmogorov type operators. We shall mainly be interested in the problem of convergence to equilibrium for the parabolic equation associated with those operators. The methods we develop to prove convergence to equilibrium come with estimates that Villani call hypocoercive (see [47]). As an illustration, we study the kinetic Fokker-Planck equation.

7.1 Kolmogorov type operators

Let $\mathbb{M}$ be a smooth, connected manifold with dimension $n + m$. We assume that $\mathbb{M}$ is equipped with a Riemannian foliation $\mathcal{F}$ with $m$-dimensional leaves. As before, we indicate by $\Delta_H$ the horizontal Laplacian and by $\Delta_V$ the vertical Laplacian.

**Definition 7.1** We call Kolmogorov type operator, a hypoelliptic diffusion operator $L$ on $\mathbb{M}$ that can be written as

$$L = \Delta_V + Y,$$

where $Y$ is a smooth vector field on $\mathbb{M}$.

The simplest example of such an operator was studied by Kolmogorov himself. Let us consider the following operator

$$L = \frac{\partial^2}{\partial v^2} + v \frac{\partial}{\partial x}.$$ 

Then, by considering the trivial foliation on $\mathbb{R}^2$ that comes from the submersion $(v, x) \rightarrow x$, we can write $L = \Delta_V + Y$ with $\Delta_V = \frac{\partial^2}{\partial v^2}$ and $Y = v \frac{\partial}{\partial x}$.

More interesting is the operator on $\mathbb{R}^{2n} = \{(v, x), v \in \mathbb{R}^n, x \in \mathbb{R}^n\}$,

$$L = \Delta_v - v \cdot \nabla_v + \nabla_x V \cdot \nabla_v - v \cdot \nabla_x,$$

where $V : \mathbb{R}^n \rightarrow \mathbb{R}$ is a smooth potential. The parabolic equation

$$\frac{\partial h}{\partial t} = \Delta_v h - v \cdot \nabla_v h + \nabla V \cdot \nabla_v h - v \cdot \nabla_x h, \quad (x, v) \in \mathbb{R}^{2n}. \quad (7.27)$$

is then known as the kinetic Fokker-Planck equation with confinement potential $V$. It has been extensively studied due its importance in mathematical physics. We refer for instance to [28, 34, 47, 53]. This equation is the Kolmogorov-Fokker-Planck equation associated to the stochastic differential system

$$\begin{cases}
\frac{dx_t}{dt} = v_t dt \\
\frac{dv_t}{dt} = -v_t dt - \nabla V(x_t) dt + dB_t,
\end{cases}$$

where $(B_t)_{t \geq 0}$ is a Brownian motion in $\mathbb{R}^n$.

We can obviously write

$$L = \Delta_V + Y,$$
where $\Delta_V = \Delta_v$ and $Y = -v \cdot \nabla_v + \nabla_x V \cdot \nabla_v - v \cdot \nabla_x$, and consider the trivial foliation on $\mathbb{R}^{2n}$ that comes from the submersion $(v, x) \to x$. However we will see that the metric on $\mathbb{R}^{2n}$ to chose is not the standard Euclidean metric but rather the metric that makes
\[
\left\{ \frac{2}{1} \frac{\partial}{\partial x_i} + \frac{\partial}{\partial v_i}, 1 \leq i \leq n \right\},
\]
an orthonormal basis at any point.

### 7.2 Convergence to equilibrium and hypocoercive estimates

We consider a Kolmogorov type operator
\[
L = \Delta_V + Y,
\]
and assume in this section that the Riemannian foliation is totally geodesic with a bundle like metric. Our first task will be to prove a Bochner’s type inequality for $L$. If $f \in C^\infty(M)$, we denote
\[
\mathcal{T}_2(f) = \frac{1}{2} \left( L(\|\nabla f\|^2) - 2\langle \nabla f, \nabla Lf \rangle \right),
\]
where $\nabla$ is the whole Riemannian gradient. We denote by $\text{Ric}_V$ the vertical Ricci curvature which is defined by $\text{Ric}_V(U, V) = \text{Ric}(U_V, V_V)$ and we denote by $DY$ the tensor defined by $DY(U, V) = \langle DU Y, V \rangle$ where $D$ is the Levi-Civita connection.

We have then the following Bochner’s inequality,

**Theorem 7.2** For every $f \in C^\infty(M)$,
\[
\mathcal{T}_2(f) \geq (\text{Ric}_V - DY)(\nabla f, \nabla f).
\]

**Proof.** We can split $\mathcal{T}_2$ into three parts:
\[
\mathcal{T}_2(f) = \Gamma_2^H(f) + \Gamma_2^V(f) + \Gamma_2^Y(f),
\]
where
\[
\Gamma_2^H(f) = \frac{1}{2} \left( \Delta_V(\|\nabla H f\|^2) - 2\langle \nabla H f, \nabla \Delta_V f \rangle \right),
\]
\[
\Gamma_2^V(f) = \frac{1}{2} \left( \Delta_V(\|\nabla V f\|^2) - 2\langle \nabla V f, \nabla \Delta_V f \rangle \right),
\]
and
\[
\Gamma_2^Y(f) = \frac{1}{2} \left( Y(\|\nabla f\|^2) - 2\langle \nabla f, \nabla Y f \rangle \right).
\]

We now compute these three terms separately.

Since $\nabla_H$ and $\Delta_V$ commute, we find:
\[
\Gamma_2^H(f) = \|\nabla_V \nabla_H f\|^2.
\]
So we have, $\Gamma_2^H(f) \geq 0$.

Since $\Delta_V$ is the Laplace-Beltrami operator on the leaves, from the usual Bochner’s formula we have:

$$\Gamma_2^V(f) = \|\nabla_V^2 f\|^2 + \text{Ric}_V(\nabla f, \nabla f).$$

Thus we have

$$\Gamma_2^V(f) \geq \text{Ric}_V(\nabla f, \nabla f).$$

Finally, we see that

$$\frac{1}{2} Y\|\nabla f\|^2 = \frac{1}{2} D_Y\|\nabla f\|^2 = \langle \nabla f, D_Y \nabla f \rangle$$

and

$$\langle \nabla f, Y f \rangle = \langle \nabla f, \nabla \langle Y, \nabla f \rangle \rangle = D_Y(\nabla f, \nabla f) + \langle \nabla f, D_Y \nabla f \rangle.$$

□

A difficulty that arises when studying Kolmogorov type operators is that, in general, they are not symmetric with respect to any measure. As a consequence, we can not use functional analysis and the spectral theory of self-adjoint operators to define the semigroup generated $L$. A typical assumption to ensure that $L$ generates a well-behaved semigroup is the existence of a nice Lyapounov function.

So, in the sequel, we will assume that there exists a function $W$ such that $W \geq 1$, $\|\nabla W\| \leq CW$, $LW \leq CW$ for some constant $C > 0$ and $\{W \leq m\}$ is compact for every $m$. This condition is actually not too restrictive and may be checked in concrete situations. If $\mathcal{M}$ is compact, it is obviously satisfied. A non-compact situation where it is satisfied is the following: Assume that $\mathcal{M}$ is non-compact and that any two points of $\mathcal{M}$ can be joined by a unique geodesic. Also assume that the Riemannian foliation comes from a Riemannian submersion $\pi: \mathcal{M} \to \mathbb{B}$ and that the Ricci curvature of the leaves $\text{Ric}_V$ is bounded from below by a negative constant $-K$. If $x \in \mathbb{B}$, we denote $L_x = \pi^{-1}(\{x\})$. Any geodesic $\gamma: [0, L] \to \mathbb{B}$ in the base space can be lifted into a geodesic in $\mathcal{M}$. For $x \in L_{\gamma(0)}$, denote $\tau_\gamma(x)$ the endpoint of of the unique horizontal lift of $\gamma$ starting from $x$. Since the leaves are assumed to be totally geodesic, the map $\tau_\gamma$ induces an isometry between $L_{\gamma(0)}$ and $L_{\gamma(L)}$. Fix now a base point $x_0 \in \mathcal{M}$ and for $x \in L_{\pi(x_0)}$ denote $\rho_V(x) = d(x_0, x)$. If $x \notin L_{\pi(x_0)}$, then consider $\gamma: [0, L] \to \mathbb{B}$ to be the unique geodesic between $\pi(x_0)$ and $\pi(x)$ and define $\rho_V(x) = d(\tau_\gamma(x_0), x)$. Consider also the function $\rho_H(x) = d(\pi(x_0), \pi(x))$ and finally define

$$W(x) = 1 + \rho_V(x)^2 + \rho_H(x)^2.$$

Obviously $W \geq 1$, is smooth, and such that $\{W \leq m\}$ is compact for every $m$. We have,

$$\|\nabla W\| = 2\rho_V\|\nabla \rho_V\| + 2\rho_H\|\nabla \rho_H\| \leq 2\rho_V + 2\rho_H \leq CW,$$

and

$$LW = 2\rho_V \Delta_V \rho_V + 2\rho_H \Delta_V \rho_H + 2\|\nabla_V \rho_V\|^2 + 2\|\nabla_V \rho_H\|^2 + YW.$$
On the other hand from the Laplacian comparison theorem on the leaves,

\[ \Delta_V \rho_V \leq (m - 1) \sqrt{\frac{K}{m - 1}} \coth \left( \sqrt{\frac{K}{m - 1}} \rho_V \right), \]

so we have for some constant \( C \),

\[ LW \leq CW + YW. \]

So, if we additionally assume that \( Y \) is a Lipschitz vector field, that is, \( \|DY\| \leq C \), then \( W \) satisfies all the requirements.

The assumption about the existence of the function \( W \) such that \( LW \leq CW \) easily implies that \( L \) is the generator of a Markov semigroup \( (P_t)_{t \geq 0} \) that uniquely solves the heat equation in \( L^\infty \). Moreover, consider a smooth and decreasing function \( h : \mathbb{R}_+ \to \mathbb{R} \) such that \( h = 1 \) on \([0,1]\) and \( h = 0 \) on \([2, +\infty)\). Denote then \( h_n = h \left( \frac{W}{n} \right) \) and consider the compactly supported diffusion operator

\[ L_n = h_n^2 L. \]

Since \( L_n \) is compactly supported, a Markov semigroup \( P^n_t \) with generator \( L_n \) is easily constructed as the unique bounded solution of \( \frac{\partial P^n_t f}{\partial t} = L_n P^n_t f, f \in L^\infty \). Then, for every bounded \( f \),

\[ P^n_t f \to P_t f, \quad n \to \infty. \]

We now prove our first gradient bound for the Kolmogorov type operator.

**Theorem 7.3** Let us assume that for some \( K \in \mathbb{R} \),

\[ \text{Ric}_V - DY \geq -K, \]

then for every bounded and Lipchitz function \( f \in C^\infty(\mathcal{M}) \), we have for \( t \geq 0 \)

\[ \|\nabla P_t f\|^2 \leq e^{2Kt} P_t (\|\nabla f\|^2). \]

**Proof.** We follow an approach by F.Y. Wang [49]. We fix \( t > 0, n \geq 1 \) and \( f \in C^\infty(\mathcal{M}) \) compactly supported inside the set \( \{W \leq n\} \). Consider the functional defined for \( s \in [0, t] \) and evaluated at a fixed point \( x_0 \) in the set \( \{W \leq n\} \):

\[ \Phi_n(s) = P^n_s (\|\nabla P^n_{t-s} f\|^2). \]

We have

\[ \Phi'_n(s) = P^n_s (L_n \|\nabla P^n_{t-s} f\|^2 - 2(\nabla L_n P^n_{t-s} f, \nabla P^n_{t-s} f)). \]
Now, observe that by assumption, and denoting $K^-$ the negative part of $K$,

\[ L_n ||\nabla P^n_{t-s}f||^2 - 2(\nabla L_n P^n_{t-s}f, \nabla P^n_{t-s}f) \]
\[ = h_n^2 T_2(P^n_{t-s}f, P^n_{t-s}f) - 4h_n L P^n_{t-s}f(\nabla h_n, \nabla P^n_{t-s}f) \]
\[ \geq -2K h_n^2 ||\nabla P^n_{t-s}f||^2 - 4h_n L P^n_{t-s}f(\nabla h_n, \nabla P^n_{t-s}f) \]
\[ \geq -(2K^- + 2)||\nabla P^n_{t-s}f||^2 - 2||L_P^n f|| \cdot ||\nabla h_n|| \cdot ||\nabla P^n_{t-s}f|| \]
\[ \geq -(2K^- + 2)||\nabla P^n_{t-s}f||^2 - 2||L_P^n f|| \cdot ||\nabla h_n||^2. \]

The term $||\nabla \ln h_n||$ can be estimated as follows inside the set $\{W \leq 2n\}$

\[ ||\nabla \ln h_n|| = -\frac{1}{nh_n} h'(W) \cdot ||\nabla W|| \leq \frac{C}{h_n}, \]

where $C$ is a constant independent from $n$. On the other hand a direct computation and the assumptions on $W$ show that

\[ L_n \left( \frac{1}{h_n^2} \right) \leq \frac{C}{h_n}, \]

where, again, $C$ is a constant independent from $n$. This last estimate classically implies

\[ P^n_s \left( \frac{1}{h_n^2} \right) \leq e^{Cs} \frac{C}{h_n^2}. \]

Putting the pieces together we end up with a differential inequality

\[ \Phi'_n(s) \geq -(2K^- + 2)\Phi_n(s) - C, \]

where $C$ now depends on $f$ and $t$, but still does not depend on $n$. Integrating this inequality from 0 to $t$, yields a bound of the type

\[ ||\nabla P^n_t f|| \leq C, \]

where $C$ depends on $f$ and $t$. This bounds holds uniformly on the set $\{W \leq n\}$.

We now pick any $x,y \in M, f \in C^\infty_0(M)$ and $n$ big enough so that $x,y \in \{W \leq n\}$ and $\text{Supp}(f) \subset \{W \leq n\}$. We have from the previous inequality

\[ |P^n_t f(x) - P^n_t f(y)| \leq C d(x,y), \]

and thus, by taking the limit when $n \to \infty$,

\[ |P_t f(x) - P_t f(y)| \leq C d(x,y). \]

We therefore reach the important conclusion that $P_t$ transforms $C^\infty_0(M)$ into a subset of the set of smooth and Lipschitz functions. With this conclusion in hands, we can now run the usual Bakry-Emery machinery.
Let $f \in C^\infty_0(M)$, and $T > 0$, and consider the function
\[ \phi(x, t) = \|\nabla P_{T-t}f\|^2(x), \]
We have
\[ L\phi + \frac{\partial \phi}{\partial t} = 2T_2(P_{T-t}f, P_{T-t}f) \geq -2K\phi. \]
Since we know that $\phi$ is bounded, we can use a parabolic comparison principle similar to the one in Theorem 5.7 to conclude, thanks to Gronwall’s inequality,
\[ \|\nabla P_t f\|^2 \leq e^{2Kt}P_t(\|\nabla f\|^2). \]
This inequality is then easily extended to any bounded and Lipschitz function $f$. □

Under the same assumptions, we can actually get slightly stronger bounds

**Theorem 7.4** Let us assume that for some $K \in \mathbb{R}$,
\[ \text{Ric}_V - D Y \geq -K, \]
then for every non negative function $f \in C^\infty(M)$ such that $\sqrt{f}$ is bounded and Lipschitz, we have for $t \geq 0$
\[ (P_t f)\|\nabla \ln P_t f\|^2 \leq e^{2Kt}P_t(\|\nabla \ln f\|^2). \]

**Proof.** Notice that if
\[ \phi(x, t) = (P_{T-t}f)\|\nabla \ln P_{T-t}f\|^2(x), \]
we have
\[ L\phi + \frac{\partial \phi}{\partial t} = 2(P_{T-t}f)T_2(\ln P_{T-t}f, \ln P_{T-t}f), \]
where we use the fact that since the foliation is totally geodesic we have for every smooth $g$,
\[ \langle \nabla_H g, \nabla_H \|\nabla_V g\|^2 \rangle = \langle \nabla_V g, \nabla_V \|\nabla_H g\|^2 \rangle. \]
The proof follows then the same lines as the proof of Theorem 7.3 □

We now turn to the problem of convergence to an equilibrium for the semigroup $P_t$ and connects this problem to functional inequalities satisfied by the equilibrium measure. Our first result is the counterpart to Kolmogorov type operators of the famous Bakry-Émery criterion [4].

**Theorem 7.5** Assume that for some $\rho > 0$
\[ \text{Ric}_V - D Y \geq \rho \]
and that there exists a probability measure $\mu$ on $M$ such that for every $x \in M$ and bounded $f$,
\[ \lim_{t \to +\infty} P_t f(x) = \int_M f d\mu. \]
Then, $\mu$ satisfies the log-Sobolev inequality
\[ \int_M f^2 \|\nabla \ln f\|^2 d\mu \geq \frac{1}{2\rho} \left[ \int_M f \ln f d\mu - \left( \int_M f d\mu \right) \ln \left( \int_M f d\mu \right) \right]. \]
Proof. Let \( g \in C_0^\infty(M) \), \( g \geq 0 \) and denote \( f = g + \varepsilon \) where \( \varepsilon > 0 \). Since \( \mu \) needs to be an invariant measure for \( L \), we have

\[
\int_M f \ln f \, d\mu - \int_M f \, d\mu \ln \int_M f \, d\mu = -\int_0^{+\infty} \frac{\partial}{\partial t} \int_M (P_t f)(\ln P_t f) \, d\mu \, dt
\]

\[
= -\int_0^{+\infty} \int_M (LP_t f)(\ln P_t f) \, d\mu \, dt
\]

\[
= \int_0^{+\infty} \int_M \|\nabla P_t f\|^2 \frac{1}{P_t f} \, d\mu \, dt
\]

\[
= \int_0^{+\infty} P_t f \|\nabla \ln P_t f\|^2 \, d\mu \, dt
\]

\[
\leq \int_0^{+\infty} e^{-2\rho t} \, dt \int_M \|f\| \, d\mu
\]

\[
\leq \frac{1}{2\rho} \int_M \|\nabla \ln f\|^2 \, d\mu.
\]

We extend then the inequality to any non-negative \( f \) such that \( \sqrt{f} \) is bounded and Lipschitz. \( \square \)

We now study the converse question which is to understand how a functional inequality satisfied by an invariant measure implies the convergence to equilibrium of the semigroup. The easiest convergence to deal with is the \( L^2 \) convergence and, as it is well-known, is connected to the Poincaré inequality.

**Theorem 7.6** Assume that there exist two constants \( \rho_1 \geq 0, \rho_2 > 0 \) such that for every \( X \in \Gamma^\infty(TM) \),

\[
\langle (\text{Ric}_V - DY)(X), X \rangle \geq -\rho_1 \|X\|_V^2 + \rho_2 \|X\|_H^2
\]

Assume moreover that the operator \( L \) admits an invariant probability measure \( \mu \) that satisfies the Poincaré inequality

\[
\int_M \|\nabla f\|^2 \, d\mu \geq \kappa \left[ \int_M \|f\|^2 \, d\mu - \left( \int_M f \, d\mu \right)^2 \right].
\]

Then, for every bounded and Lipschitz function \( f \) such that \( \int_M f \, d\mu = 0 \),

\[
(\rho_1 + \rho_2) \int_M (P_t f)^2 \, d\mu + \int_M \|\nabla P_t f\|^2 \, d\mu \leq e^{-\lambda t} \left( (\rho_1 + \rho_2) \int_M f^2 \, d\mu + \int_M \|\nabla f\|^2 \, d\mu \right),
\]

where \( \lambda = \frac{2\rho_2 \kappa}{\kappa + \rho_1 + \rho_2} \).

**Proof.** We fix \( t > 0 \) and consider the functional

\[
\Psi(s) = (\rho_1 + \rho_2) P_s((P_{t-s} f)^2) + P_s(\|\nabla P_{t-s} f\|^2).
\]

By repeating the arguments of the proof of the previous theorem, we get the differential inequality

\[
\Psi(s) - \Psi(0) \geq 2\rho_2 \int_0^s P_u(\|\nabla P_{t-u} f\|^2) \, du.
\]
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Denote now $\varepsilon = \frac{\rho_1 + \rho_2}{\kappa + \rho_1 + \rho_2}$. We have from the assumed Poincaré inequality

$$\varepsilon \int_M \|\nabla P_{t-u}f\|^2 d\mu \geq \varepsilon \kappa \int_M (P_{t-u}f)^2 d\mu.$$ 

Therefore, denoting $\Theta(s) = \int_{\mathbb{R}^2 \setminus M} \Psi(s) d\mu$, we obtain

$$\Theta(s) - \Theta(0) \geq 2\eta(1 - \varepsilon) \int_0^s \int_M \|\nabla P_{t-u}f\|^2 d\mu du + 2\varepsilon \kappa \int_0^s \int_M (P_{t-u}f)^2 d\mu du$$

$$\geq \lambda \int_0^s \Theta(u) du.$$

We conclude then with Gronwall’s differential inequality. □

We can similarly prove a convergence to equilibrium in the entropic distance provided the assumption that the invariant measure satisfies a log-Sobolev inequality.

**Theorem 7.7** Assume that there exist two constants $\rho_1 \geq 0$, $\rho_2 > 0$ such that for every $X \in \Gamma^\infty(TM)$,

$$\langle (\text{Ric}_V - DY)(X), X \rangle \geq -\rho_1 \|X\|^2 + \rho_2 \|X\|^2_t.$$

Assume moreover that the operator $L$ admits an invariant probability measure $\mu$ that satisfies the log-Sobolev inequality

$$\int_M f \|\nabla \ln f\|^2 d\mu \geq \kappa \left[ \int_M f \ln f d\mu - \left( \int_M f d\mu \right) \ln \left( \int_M f d\mu \right) \right].$$

Then for every positive and bounded $f \in C^\infty(M)$, such that $\|\nabla \sqrt{f}\|$ is bounded and $\int_M f d\mu = 1$,

$$2(\rho_1 + \rho_2) \int_M P_t f \ln P_t f d\mu + \int_M P_t f \|\nabla \ln P_t f\|^2 d\mu$$

$$\leq e^{-\lambda} \left( 2(\rho_1 + \rho_2) \int_M f \ln f d\mu + \int_M f \|\nabla \ln f\|^2 d\mu \right),$$

where $\lambda = \frac{2\rho_2 \kappa}{\kappa + 2(\rho_1 + \rho_2)}$.

### 7.3 The kinetic Fokker-Planck equation

In this section, we study the kinetic Fokker-Planck equation which is an important example of equation to which our methods apply.

Let $V : \mathbb{R}^n \to \mathbb{R}$ be a smooth function. The kinetic Fokker-Planck equation with confinement potential $V$ is the parabolic partial differential equation:

$$\frac{\partial h}{\partial t} = \Delta_v h - v \cdot \nabla_v h + \nabla_x V \cdot \nabla_v h - v \cdot \nabla_x h, \quad (x, v) \in \mathbb{R}^{2n}. \quad (7.28)$$

The operator

$$L = \Delta_v - v \cdot \nabla_v + \nabla_x V \cdot \nabla_v - v \cdot \nabla_x$$
is a Kolmogorov type operator. The foliation on \(\mathbb{R}^{2n}\) which is relevant here is not the trivial one. We endow \(\mathbb{R}^{2n}\) with the translation invariant metric that makes
\[
\left\{ 2 \frac{\partial}{\partial x_i} + \frac{\partial}{\partial v_i} \right\}, 1 \leq i \leq n
\]
an orthonormal basis at any point. We consider then the foliations with leaves \(\{(x, v), v \in \mathbb{R}^n\}\). It is obviously totally geodesic.

The operator \(L\) admits for invariant measure the measure
\[
d\mu = e^{-V(x) - \frac{\|v\|^2}{2}} \text{d}x \text{d}v.
\]

It is readily checked that \(L\) is not symmetric with respect to \(\mu\). The operator \(L\) is the generator of a strongly continuous sub-Markov semigroup \((P_t)_{t \geq 0}\). If we assume that the Hessian \(\nabla^2 V\) is bounded, which we do in the sequel, then \(P_t\) is Markovian.

Observe that since \(\nabla V\) is Lipschitz, the function \(W(x, v) = 1 + \|x\|^2 + \|v\|^2\) is such that, for some constant \(C > 0\), \(LW \leq CW\) and \(\|\nabla W\| \leq CW\).

The quadratic form \(\mathcal{T}_2\) is easy to compute in this case and we obtain then the following result that was first obtained in [8]:

**Proposition 7.8** For every \(0 < \eta < \frac{1}{2}\), there exists \(K(\eta) \geq -\frac{1}{2}\) such that for every \(f \in C^\infty(\mathbb{R}^{2n})\),
\[
\mathcal{T}_2(f, f) \geq -K(\eta)\|\nabla V f\|^2 + \eta\|\nabla H f\|^2.
\]

The previous lemma shows that Theorems 7.6 and 7.7 thus apply to the kinetic Fokker-Planck operator. We mention that the entropic of the semigroup under the assumption that the invariant measure satisfies a log-Sobolev inequality was first established by Villani (see Theorem 35 in [47]) but the rate of convergence given by Theorems 7.6 and 7.7 is more explicit.
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