Abstract

We present recent developments in the geometric analysis of sub-Laplacians on sub-Riemannian manifolds.
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1 Introduction

Study of sub-Riemannian manifolds. Focus on:

1. Sub-Laplacian comparison theorems
2. Volume doubling properties
3. Isoperimetric and Sobolev inequalities

Different sets of techniques:

1. Lagrangian methods: Jacobi fields
2. Eulerian methods: Bochner’s identities

2 Sub-Laplacian comparison theorems on Sasakian manifolds

This section is mostly based on [17], to which we refer for details and statements which are not proved here.

2.1 Laplacian comparison theorems on Riemannian manifolds

In what follows, given \( \kappa \in \mathbb{R} \), we will indicate with \( M_\kappa \) the simply connected Riemannian space form of constant sectional curvature \( \kappa \). We recall that:

\[
M_\kappa = \begin{cases} 
\text{the sphere } \mathbb{S}^n \text{ of constant sectional curvature } \kappa, & \text{when } \kappa > 0; \\
\mathbb{R}^n, & \text{when } \kappa = 0; \\
\text{the hyperbolic space } \mathbb{H}^n \text{ of constant sectional curvature } \kappa, & \text{when } \kappa < 0.
\end{cases}
\]

The next result plays a key role in Riemannian geometry.
Theorem 2.1 (Laplacian comparison theorem). Let $\mathbb{M}$ be a $n$-dimensional complete Riemannian manifold with
\[ \text{Ric}(\mathbb{M}) \geq (n - 1)\kappa, \quad (\kappa \in \mathbb{R}) \]
and denote by $\mathbb{M}_\kappa$ the $n$-dimensional simply connected space of constant sectional curvature $\kappa$. Let $r_\mathbb{M}$ and $r_{\mathbb{M}_\kappa}$ respectively denote the geodesic distances from some fixed points in $\mathbb{M}$ and $\mathbb{M}_\kappa$. If $x \in \mathbb{M}$ is such that $r_\mathbb{M}$ is differentiable at $x$, then for any $y \in \mathbb{M}_\kappa$ at which $r_\mathbb{M}(x) = r_{\mathbb{M}_\kappa}(y)$, we have
\[ \Delta_{\mathbb{M}} r_\mathbb{M}(x) \leq \Delta_{\mathbb{M}_\kappa} r_{\mathbb{M}_\kappa}(y). \tag{2.1} \]
The inequality (2.1) can be equivalently written
\[ \Delta_{\mathbb{M}} r_\mathbb{M}(x) \leq \begin{cases} (n - 1)\sqrt{\kappa} \cot(\sqrt{\kappa} r_\mathbb{M}(x)), & \text{if } \kappa > 0, \\ \frac{n - 1}{r_\mathbb{M}(x)}, & \text{if } \kappa = 0, \\ (n - 1)\sqrt{|\kappa|} \coth(\sqrt{|\kappa|} r_\mathbb{M}(x)), & \text{if } \kappa < 0. \end{cases} \tag{2.2} \]
On the whole manifold $\mathbb{M}$ the inequality (3.3) holds in the sense of the distributions.

Several proofs:
- Jacobi fields
- Bochner's formula

2.2 Sub-Riemannian manifolds

Let $\mathbb{M}$ be a smooth, connected manifold with dimension $n + m$. We assume that $\mathbb{M}$ is equipped with a bracket generating sub-bundle $\mathcal{H} \subset T\mathbb{M}$ of rank $n$ and a fiberwise inner product $g_{\mathcal{H}}$ on that distribution.

- The distribution $\mathcal{H}$ is referred to as the set of horizontal directions.
- Sub-Riemannian geometry is the study of the geometry which is intrinsically associated to $(\mathcal{H}, g_{\mathcal{H}})$.

In sub-Riemannian geometry, for sub-Laplacians comparison theorems the situation is much more difficult. Though, there is a sub-Riemannian distance
\[ d(x, y) = \inf_{\gamma \in C(x,y)} \int_0^1 \sqrt{g_{\mathcal{H}}(\gamma'(t), \gamma'(t))} dt \]
and in many situations a natural sub-Laplacian, several questions arise:

1. What is the analogue of $\text{Ric}(\mathbb{M}) \geq (n - 1)\kappa$?
2. What is a sub-Riemannian space form?
Already in the lowest possible dimensional case 3, the situation is difficult and was first addressed by Agrachev-Lee [2]. Of course, one should think of the Heisenberg group as a space form with zero curvature, but the sub-Laplacian $\Delta_H$ of the sub-Riemannian distance function $r$ turns out to have an ugly form. Actually $\Delta_H r$ is not a function of $r$ only, but of $r$ and $Zr$, and this function though explicit is not as simple as one could hope (Agrachev-Lee [2]):

$$\Delta_H r = F_H(r, Zr)$$

with

$$F(r, v) = \begin{cases} 
\frac{rv\sin(rv) - rv\cos(rv)}{r(2 - 2\cos(rv) - rv\sin(rv))}, & v > 0 \\
\frac{4}{r} & 
\end{cases}$$

But, it turns out that $F_H(r, Zr) \leq F(r, 0) = \frac{4}{r}$, so one gets the clean upper bound

$$\Delta_H r \leq \frac{4}{r}.$$ 

The 4 is a little puzzling since it implies a measure contraction property $\text{MCP}(0, 5)$, whereas the Hausdorff dimension of the Heisenberg group is 4! Agrachev-Lee proves then that for 3-dimensional Sasakian manifolds with non-negative sectional curvature:

$$\Delta_H r \leq F_H(r, Zr) \leq \frac{4}{r}.$$ 

The result was then extended to general Sasakian manifolds by Lee-Li.

2.3 Sasakian model spaces

We first present the sub-Riemannian Sasakian model spaces.

2.3.1 Heisenberg group

The Heisenberg group is the set

$$\mathbb{H}^{2n+1} = \{(x, y, z), x \in \mathbb{R}^n, y \in \mathbb{R}^n, z \in \mathbb{R}\}$$

endowed with the group law

$$(x_1, y_1, z_1) \cdot (x_2, y_2, z_2) = (x_1 + x_2, y_1 + y_2, z_1 + z_2 + \langle x_1, y_2 \rangle_{\mathbb{R}^n} - \langle x_2, y_1 \rangle_{\mathbb{R}^n}).$$

The vector fields

$$X_i = \frac{\partial}{\partial x_i} - y_i \frac{\partial}{\partial z}$$

$$Y_i = \frac{\partial}{\partial y_i} + x_i \frac{\partial}{\partial z}$$
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and
\[ Z = \frac{\partial}{\partial z} \]
form an orthonormal frame of left invariant vector fields for the left invariant metric on \( \mathbb{H}^{2n+1} \). Note that the following commutations hold
\[ [X_i, Y_j] = 2\delta_{ij}Z, \quad [X_i, Z] = [Y_i, Z] = 0. \]
The map
\[ \pi : \mathbb{H}^{2n+1} \to \mathbb{R}^{2n} \]
\[ (x, y, z) \to (x, y) \]
is then a Riemannian submersion with totally geodesic fibers. The horizontal Laplacian is the left invariant operator
\[ \Delta_H = \sum_{i=1}^{n} (X_i^2 + Y_i^2) \]
\[ = \sum_{i=1}^{n} \frac{\partial^2}{\partial x_i^2} + \frac{\partial^2}{\partial y_i^2} + 2 \sum_{i=1}^{n} \left( x_i \frac{\partial}{\partial y_i} - y_i \frac{\partial}{\partial x_i} \right) \frac{\partial}{\partial z} + (\|x\|^2 + \|y\|^2) \frac{\partial^2}{\partial z^2} \]
and the vertical Laplacian is the left invariant operator
\[ \Delta_V = \frac{\partial^2}{\partial z^2}. \]
The horizontal distribution
\[ \mathcal{H} = \text{span}\{X_1, \cdots, X_n, Y_1, \cdots, Y_n\} \]
is bracket generating at every point, so \( \Delta_H \) is a subelliptic operator. The operator \( \Delta_H \) is invariant by the action of the orthogonal group of \( \mathbb{R}^{2n} \) on the variables \((x, y)\). Introducing the variable \( r^2 = \|x\|^2 + \|y\|^2 \), we see then that the radial part of \( \Delta_H \) is given by
\[ \tilde{\Delta}_H = \frac{\partial^2}{\partial r^2} + \frac{2n - 1}{r} \frac{\partial}{\partial r} + r^2 \frac{\partial^2}{\partial z^2}. \]
This means that if \( f : \mathbb{R}_{\geq 0} \times \mathbb{R} \to \mathbb{R} \) is a smooth map and \( \rho \) is the submersion \( (x, y, z) \to (\sqrt{\|x\|^2 + \|y\|^2}, z) \) then
\[ \Delta_H(f \circ \rho) = (\tilde{\Delta}_H f) \circ \rho. \]

2.3.2 The Hopf fibration
Let us consider the odd dimensional unit sphere
\[ S^{2n+1} = \{z = (z_1, \cdots, z_{n+1}) \in \mathbb{C}^{n+1}, \|z\| = 1\}. \]
There is an isometric group action of $S^1 = U(1)$ on $S^{2n+1}$ which is defined by

$$(z_1, \cdots, z_n) \rightarrow (e^{i\theta} z_1, \cdots, e^{i\theta} z_n).$$

The quotient space $S^{2n+1}/U(1)$ is the projective complex space $\mathbb{CP}^n$ and the projection map $\pi : S^{2n+1} \rightarrow \mathbb{CP}^n$ is a Riemannian submersion with totally geodesic fibers isometric to $U(1)$.

### 2.3.3 The Anti-de Sitter space

Let us consider the odd dimensional unit Lorentz sphere

$$\text{Ad}_{2n+1} = \{ z = (z_1, \cdots, z_{n+1}) \in \mathbb{C}^{n+1}, q(z) = 1 \},$$

where $q$ is the Lorentz norm

$$q(z) = \sum_{i=1}^{n} |z_i|^2 - |z_{n+1}|^2.$$

There is an isometric group action of $S^1 = U(1)$ on $\text{Ad}_{2n+1}$ which is defined by

$$(z_1, \cdots, z_n) \rightarrow (e^{i\theta} z_1, \cdots, e^{i\theta} z_n).$$

The quotient space $\text{Ad}_{2n+1}/U(1)$ is the complex hyperbolic space $\mathbb{CH}^n$ and the projection map $\pi : \text{Ad}_{2n+1} \rightarrow \mathbb{CH}^n$ is a pseudo-Riemannian submersion with totally geodesic fibers isometric to $U(1)$.

### 2.3.4 Sasakian spaces

Sasakian spaces are a special case of sub-Riemannian manifolds that arise in contact geometry.

Let $(\mathbb{M}, \theta)$ be a $2n + 1$-dimensional smooth contact manifold. On $\mathbb{M}$ there is a unique smooth vector field $S$, the so-called Reeb vector field, that satisfies

$$\begin{align*}
\theta(S) &= 1, \\
\mathcal{L}_S(\theta) &= 0,
\end{align*}$$

where $\mathcal{L}_S$ denotes the Lie derivative with respect to $S$. On $\mathbb{M}$ there is a foliation, the Reeb foliation, whose leaves are the orbits of the vector field $R$. As it is well-known (see [51]), it is always possible to find a Riemannian metric $g$ and a $(1,1)$-tensor field $J$ on $\mathbb{M}$ so that for every horizontal vector fields $X, Y$

$$
\begin{align*}
g(X, S) &= \theta(X), \\
J^2(X) &= -X, \\
g(JX, Y) &= (d\theta)(X, Y), \\
JS &= 0.
\end{align*}
$$

The triple $(\mathbb{M}, \theta, g)$ is called a contact Riemannian manifold. It is then known and easy to prove that the Reeb foliation is totally geodesic with bundle like metric if and only if the Reeb vector field $S$ is a Killing field, that is,

$$\mathcal{L}_S g = 0.$$
In that case, \((M, \theta, g)\) is called a K-contact Riemannian manifold. Observe that the horizontal distribution \(\mathcal{H}\) is then the kernel of \(\theta\) and that \(\mathcal{H}\) is bracket generating because \(\theta\) is a contact form and therefore non degenerate. The Bott connection is the unique connection that satisfies:

1. \(\nabla \theta = 0\);
2. \(\nabla S = 0\);
3. \(\nabla g = 0\);
4. \(T(X,Y) = d\theta(X,Y)S\) for any \(X,Y \in \Gamma^\infty(\mathcal{H})\);
5. \(T(Z,X) = 0\) for any vector field \(X \in \Gamma^\infty(\mathcal{H})\).

If \(M\) is a strongly pseudo-convex CR manifold with contact form \(\theta\), then the Tanno’s connection is the Tanaka-Webster connection. In that case, we have then \(\nabla J = 0\) (see [23]). CR manifold of K-contact type are called Sasakian manifolds (see [23]).

In the following, we consider a complete Sasakian space \((M, \theta, g)\). The sub-Riemannian structure of interest is \((M, \mathcal{H}, g_{\mathcal{H}})\) where \(\mathcal{H}\) is the kernel of \(\theta\). Observe that \(\mathcal{H}\) is bracket-generating since \(\theta\) is a contact form.

The Riemannian gradient will be denoted \(\nabla\) and we write the horizontal gradient as \(\nabla_{\mathcal{H}}\), which is the projection of \(\nabla\) onto \(\mathcal{H}\). Likewise, \(\nabla_V\) will denote the vertical gradient. The horizontal Laplacian (our sub-Laplacian) \(\Delta_{\mathcal{H}}\) is the generator of the symmetric closable bilinear form:

\[E_{\mathcal{H}}(f,g) = -\int_M (\nabla_{\mathcal{H}} f, \nabla_{\mathcal{H}} g)_{\mathcal{H}} d\mu, \quad f, g \in C^\infty_0(M).\]

It is then easy to prove that:

\[\Delta = S^2 + \Delta_{\mathcal{H}}\]

where \(\Delta\) is the Laplace-Beltrami operator of the Riemannian manifold \((M, g)\). The operator \(S^2\) can be understood as a vertical Laplacian, and we will often denote \(\Delta_V = S^2\). For a fixed \(x_0 \in M\) denote

\[r_0(x) = d_0(x_0, x)\]

The cut-locus \(\text{Cut}_0(x_0)\) of \(x_0\) for the sub-Riemannian distance \(d_0\) is defined as the complement of the set of \(y\)’s in \(M\) such that there exists a unique length minimizing normal geodesic joining \(x_0\) and \(y\) and \(x_0\) and \(y\) are not conjugate along such geodesic (see [1]).

The global cut-locus of \(M\) is defined by

\[\text{Cut}_0(M) = \{(x,y) \in M \times M, y \in \text{Cut}_0(x)\}.\]

We first collect several known regularity results about \(r_0\) in our Sasakian manifold framework.

**Lemma 2.2 ([1], [37], [43]).** The following statements hold:
1. The distance function $x \to r_0(x)$ is locally semi-concave in $\mathbb{M} - \{x_0\}$. In particular, it is twice differentiable almost everywhere.

2. For any point $x$ for which the function $x \to r_0(x)$ is differentiable, there exists a unique length minimizing sub-Riemannian geodesic and this geodesic is normal.

3. The set $\mathbb{M} - \text{Cut}_0(x_0)$ is open and dense in $\mathbb{M}$.

4. The function $(x,y) \to d_0(x,y)^2$ is smooth on $\mathbb{M} \times \mathbb{M} - \text{Cut}_0(\mathbb{M})$.

To state the main theorem we are interested to prove, we start by introducing some helpful functions,

$$
\phi_{\mu}(t) = \begin{cases} 
\sinh \sqrt{\mu}t/\mu & \text{if } \mu > 0, \\
\frac{1}{\mu^{3/2}} \sqrt{|\mu|} & \text{if } \mu = 0, \\
\frac{1}{\tan(1/t)} & \text{if } \mu < 0,
\end{cases}
\psi_{\mu}(t) = \begin{cases} 
\frac{\sinh \sqrt{\mu}t - \sqrt{\mu}t}{\mu^{3/2}} & \text{if } \mu > 0, \\
\frac{1}{6} \mu^3 & \text{if } \mu = 0, \\
\frac{\sqrt{|\mu|}t - \sin(\sqrt{|\mu|}t/2)}{|\mu|^{3/2}} & \text{if } \mu < 0.
\end{cases}
$$

Notice that $\psi_{\mu}(t) = \int_0^t \int_0^{s_2} \phi_{\mu}(s_1) ds_1 ds_2$. We also introduce the following function:

$$
\Psi_{\mu}(r) = \begin{cases} 
\frac{1}{\mu^{3/2}} (\sqrt{\mu} - \frac{1}{\frac{\mu}{2}} \tanh(\sqrt{\mu}r)) & \text{if } \mu > 0, \\
\frac{1}{2} \mu^2 & \text{if } \mu = 0, \\
\frac{1}{\tan(1/r)} (\frac{1}{\frac{\mu}{2}} \tan(\sqrt{|\mu|}r - \sqrt{|\mu|})) & \text{if } \mu < 0.
\end{cases}
$$

In the following, $R$ will denote the full Riemannian curvature tensor of the Bott connection.

**Theorem 2.3** (Horizontal Laplacian comparison theorem). Let $k_1, k_2 \in \mathbb{R}$ and $\epsilon > 0$. Assume that for every $X \in \Gamma^\infty(\mathcal{H})$, $\|X\| = 1$,

$$
\langle R(X, JX)JX, X \rangle_{\mathcal{H}} \geq k_1,
$$

and that,

$$
\text{Ric}_{\mathcal{H}}(X, X) - \langle R(X, JX)JX, X \rangle_{\mathcal{H}} \geq (n - 2) k_2.
$$

Let $x \neq x_0$ which is not in the cut-locus of $x_0$.

$$
\Delta_{\mathcal{H}} r_0 \leq \frac{(n-2) \phi'_{-k_2}(r_0)}{\phi_{-k_2}(r_0)} + \frac{\phi'_{-k_1}(r_0)}{\phi_{-k_1}(r_0)} \Psi_{-k_1}(r_0).
$$

One deduces from the previous theorem that:

$$
\Delta_{\mathcal{H}} r_0 \leq \begin{cases} 
(n-2) \sqrt{k_2} \cot \sqrt{k_2} r_0 + \left( \frac{\tan \sqrt{k_1} r_0 - \sqrt{k_1} r_0}{2 \tan(\sqrt{k_1} r_0/2) - \sqrt{k_1} r_0} \right) \sqrt{k_1} \cot \sqrt{k_1} r_0 & \text{if } k_1, k_2 > 0, \\
\frac{n+2}{r_0} & \text{if } k_1, k_2 = 0, \\
(n-2) \sqrt{|k_2|} \coth \sqrt{|k_2|} r_0 + \left( \frac{\sqrt{|k_1|} r_0 - \tanh \sqrt{|k_1|} r_0}{\sqrt{|k_1|} r_0 - 2 \tanh(\sqrt{|k_1|} r_0/2)} \right) \sqrt{|k_1|} \coth \sqrt{|k_1|} r_0 & \text{if } k_1, k_2 < 0.
\end{cases}
$$
Our theorem may be compared to Theorem 1.3 in [36] which holds under the same assumptions. There are however a few differences. The first one is that, for the sake of simplicity, we omit in our computations the terms involving the vertical derivative of the distance function, since this term is anyhow difficult to estimate. The second one is that we actually get a sharper constant for the term \((n-2)\frac{\phi'_k(r_0)}{\phi_k(r_0)}\) whereas [36] obtains the less precise \((n-1)\frac{\phi'_{k_2}(r_0)}{\phi_{k_2}(r_0)}\). As can be seen from [2], in the 3-dimensional case, Theorem 2.3 is optimal on the set of \(x\) for which \(\nabla _V r_0(x) = 0\) (worst possible situation). In Sasakian manifolds the quantity \(K_J(X) := \langle R(X,JX)JX,X\rangle _H\) is called the pseudo-Hermitian sectional curvature of the Sasakian manifold (see [10] for a geometric interpretation). It can be seen as the CR analog of the holomorphic sectional curvature of a Kähler manifold. It is known that the holomorphic sectional curvature determines the whole curvature tensor, however there exist explicit examples of manifolds with positive holomorphic sectional curvature without any metric of positive Ricci curvature (see [30]). As a consequence it is likely that there exist examples for which \(k_1\) and \(k_2\) do not have the same sign.

Theorem 2.3 will be proved when \(k_1 = k_2 = 0\) in the next sections. We first point out a relatively straightforward corollary

**Theorem 2.4** (Sub-Riemannian Bonnet-Myers theorems). *Let \(k_1, k_2 \in \mathbb{R} \) and \(\varepsilon > 0\). Assume that for every \(X \in \Gamma ^\infty (H)\), \(|X| = 1\),

\[
\langle R(X,JX)JX,X\rangle _H \geq k_1, \tag{2.5}
\]

and that,

\[
\text{Ric}_H(X,X) - \langle R(X,JX)JX,X\rangle _H \geq (n-2)k_2. \tag{2.6}
\]

1. If \(k_1 > 0\), then \(M\) is compact and

\[
\text{diam} (M,d_0) \leq \frac{2\pi}{\sqrt{k_1}}.
\]

2. If \(k_2 > 0\), then \(M\) is compact and

\[
\text{diam} (M,d_0) \leq \frac{\pi}{\sqrt{k_2}}.
\]

### 2.4 Canonical variation of the distance

Our strategy to prove the sub-Laplacian comparison theorem is the following. The Riemannian metric \(g\) of the Sasakian space can be split as

\[
g = g_H \oplus g_V, \tag{2.7}
\]
and we introduce the one-parameter family of rescaled Riemannian metrics:

\[ g_\varepsilon = g_\mathcal{H} \oplus \frac{1}{\varepsilon^2} g_\nu, \quad \varepsilon > 0. \tag{2.8} \]

It is called the canonical variation of \( g \) (see [20], Chapter 9, for a discussion in the submersion case). The Riemannian distance associated with \( g_\varepsilon \) will be denoted by \( d_\varepsilon \). It should be noted that \( d_\varepsilon, \varepsilon > 0 \), form an increasing (as \( \varepsilon \downarrow 0 \)) family of distances converging pointwise to the sub-Riemannian distance \( d_0 \).

To prove Theorem 2.3, the main strategy is to prove an estimate for \( \Delta_{\mathcal{H}r_\varepsilon} \) by using the classical theory of Jacobi fields on the Riemannian manifolds \((\mathcal{M}, g_\varepsilon)\) and then take the limit \( \varepsilon \to 0 \).

The following lemma will be useful to take the limit:

**Lemma 2.5.** Let \( x \in \mathcal{M}, x \neq x_0 \) which is not in \( \cup_{n \geq 1} \textbf{Cut}_{1/n}(x_0) \), then

\[ \lim_{n \to +\infty} \| \nabla_{\mathcal{H}r_{1/n}}(x) \|_g = 1. \]

**Proof.** Let \( \gamma_n : [0, 1] \to \mathcal{M} \) be the unique, constant speed, and length minimizing \( g_{1/n} \) geodesic connecting \( x_0 \) to \( x \). One has \( d_{1/n}(x_0, x) \| \nabla_{\mathcal{H}r_{1/n}}(x) \|_g = \| \gamma_n'(0) \|_{\mathcal{H}} \). We therefore need to prove that \( \lim_{n \to \infty} \| \gamma_n'(0) \|_{\mathcal{H}} = d_0(x_0, x) \). Let us observe that

\[ \| \gamma_n'(0) \|^2_{\mathcal{H}} + n \| \gamma_n'(0) \|^2_\nu = d_{1/n}(x_0, x)^2. \]

Therefore, \( \lim_{n \to \infty} \| \gamma_n'(0) \|^2_\nu = 0 \). Let us now assume that \( \| \gamma_n'(0) \|_{\mathcal{H}} \) does not converge to \( d_0(x_0, x) \). In that case, there exists a subsequence \( n_k \) such that \( \| \gamma_{n_k}'(0) \|_{\mathcal{H}} \) converges to some \( 0 \leq a < d_0(x_0, x) \). For \( f \in C^\infty_0(\mathcal{M}) \) and \( 0 \leq s \leq t \leq 1 \), we have

\[ |f(\gamma_{n_k}(t)) - f(\gamma_{n_k}(s))| \leq \left( \| \gamma_{n_k}'(0) \|_{\mathcal{H}} \| \nabla_{\mathcal{H}f} \|_{\infty} + \| \gamma_{n_k}'(0) \|_\nu \| \nabla_\nu f \|_{\infty} \right) (t - s). \]

From Arzelà-Ascoli’s theorem we deduce that there exists a subsequence which we continue to denote \( \gamma_{n_k} \) that converges uniformly to an absolutely continuous curve \( \gamma \), such that \( \gamma(0) = x_0, \gamma(1) = x \). We have for \( f \in C^\infty_0(\mathcal{M}) \) and \( 0 \leq s \leq t \leq 1 \),

\[ |f(\gamma(t)) - f(\gamma(s))| \leq a \| \nabla_{\mathcal{H}f} \|_{\infty} (t - s). \]

In particular, we deduce that

\[ |f(x) - f(x_0)| \leq a \| \nabla_{\mathcal{H}f} \|_{\infty}. \]

Since it holds for every \( f \in C^\infty_0(\mathcal{M}) \), one deduces

\[ d_0(x_0, x) = \sup \{|f(x) - f(x_0)|, f \in C^\infty_0(\mathcal{M}), \| \nabla_{\mathcal{H}f} \|_{\infty} \leq 1 \} \leq a. \]

This contradicts the fact that \( a < d_0(x_0, x) \). \( \Box \)
2.5 Interlude: Second variation formulas and index forms

In this interlude, for the sake of reference, we collect without proofs several formulas used in the text. The main point is that the classical theory of second variations and Jacobi fields (see [22]) can be reformulated by using a connection which is not necessarily the Levi-Civita connection. To make the formulas and computations as straightforward and elegant as for the Levi-Civita connection, the only requirement is that we have to work with a metric connection whose adjoint is also metric.

Let $(\mathbb{M}, g)$ be a complete Riemannian manifold and $\nabla$ be an affine metric connection on $\mathbb{M}$. We denote by $\hat{\nabla}$ the adjoint connection of $\nabla$ given by

$$\hat{\nabla}_X Y = \nabla_X Y - T(X,Y),$$

where $T$ is the torsion tensor of $\nabla$. We will assume that $\hat{\nabla}$ is a metric connection. This is obviously equivalent to the fact that for every smooth vector fields $X,Y,Z$ on $\mathbb{M}$, one has

$$\langle T(X,Y), Z \rangle = -\langle T(X,Z), Y \rangle. \quad (2.9)$$

Observe that the connection $(\nabla + \hat{\nabla})/2$ is torsion free and metric, it is therefore the Levi-Civita connection of the metric $g$. Let $\gamma : [0,T] \to \mathbb{M}$ be a smooth path on $\mathbb{M}$. The energy of $\gamma$ is defined as

$$E(\gamma) = \frac{1}{2} \int_0^T \|\gamma'(t)\|^2 dt.$$

Let now $X$ be a smooth vector field on $\gamma$ with vanishing endpoints. One considers the variation of curves $\gamma(s,t) = \exp^\nabla_{\gamma(t)}(sX(\gamma(t)))$ where $\exp^\nabla$ is the exponential map of the connection $\nabla$. The first variation of the energy $E(\gamma)$ is given by the formula:

$$\int_0^T \langle \gamma', \nabla'_s X + T(X,\gamma') \rangle dt = \int_0^T \langle \gamma', \hat{\nabla}'_s X \rangle dt = -\int_0^T \langle \hat{\nabla}'_s \gamma', X \rangle dt.$$

As a consequence, the critical curves of $E$ are the geodesics of the adjoint connection $\hat{\nabla}$:

$$\hat{\nabla}'_s \gamma' = 0.$$

These critical curves are also geodesics for $\nabla$ and for the Levi-Civita connection and thus distance minimizing if the endpoints are not in the cut-locus. One can also compute the second variation of the energy at a geodesic $\gamma$ and standard computations yield

$$\int_0^T \left( \langle \nabla'_{\gamma'} X, \hat{\nabla}'_{\gamma'} X \rangle - \langle \hat{R}(\gamma', X)X, \gamma' \rangle \right) dt \quad (2.10)$$

where $\hat{R}$ is the Riemann curvature tensor of $\hat{\nabla}$. This is the formula for the second variation with fixed endpoints. This formula does not depend on the choice of connection $\nabla$. 
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The index form of a vector field $X$ (with not necessarily vanishing endpoints) along a geodesic $\gamma$ is given by

$$I(\gamma, X, X) := \int_0^T \left( \langle \nabla_{\gamma'} X, \hat{\nabla}_{\gamma'} X \rangle - \langle \hat{R}(\gamma', X)X, \gamma' \rangle \right) dt$$

$$= \int_0^T \left( \langle \nabla_{\gamma'} X, \hat{\nabla}_{\gamma'} X \rangle - \langle R(\gamma', X)X, \gamma' \rangle \right) dt.$$ 

If $Y$ is a Jacobi field along the geodesic $\gamma$, one has

$$\hat{\nabla}_{\gamma'} \nabla Y = \hat{\nabla}_{\gamma'} \hat{\nabla}_Y \gamma' = \hat{R}(\gamma', Y) \gamma'$$

because $\hat{\nabla}_{\gamma'} \gamma' = 0$. The Jacobi equation therefore writes

$$\hat{\nabla}_{\gamma'} \nabla Y = \hat{R}(\gamma', Y) \gamma'.$$ (2.11)

We have then the following results:

**Lemma 2.6.** Let $x_0 \in \mathbb{M}$ and $x \neq x_0$ which is not in the cut-locus of $x$. We denote by $r = d(x_0, \cdot)$ the distance function from $x_0$. Let $X \in T_{x_0} \mathbb{M}$ be orthogonal to $\nabla r(x)$. At the point $x$, we have

$$\nabla^2 r(X, X) = I(\gamma, Y, Y)$$

where $\gamma$ is the unique length parametrized geodesic connecting $x_0$ to $x$ and $Y$ the Jacobi field along $\gamma$ such that $Y(0) = 0$ and $Y(r(x)) = X$.

Combining this with the index lemma yields:

**Lemma 2.7.** Let $x_0 \in \mathbb{M}$ and $x \neq x_0$ which is not in the cut-locus of $x$. Let $X \in T_{x_0} \mathbb{M}$. At $x$, we have

$$\nabla^2 r(X, X) \leq \int_0^r \left( \langle \nabla_{\gamma'} \tilde{X}, \hat{\nabla}_{\gamma'} \tilde{X} \rangle - \langle \hat{R}(\gamma', \tilde{X})\tilde{X}, \gamma' \rangle \right) dt$$

where $\gamma$ is the unique length parametrized geodesic connecting $x_0$ to $x$ and $\tilde{X}$ is any vector field along $\gamma$ such that $\tilde{X}(0) = 0$ and $\tilde{X}(r(x)) = X$.

### 2.6 Horizontal Hessian and Laplacian comparison theorems in non-negative curvature

In this section, we prove a Hessian comparison theorem for $r_\varepsilon$ under the assumption of non-negative sectional curvature and deduce a horizontal Laplacian comparison theorem. The idea is to use a convenient family of almost Jacobi fields, yielding optimal results when $\varepsilon \to 0$. The result shall be generalized to negative and positive sectional curvature in the next sections, but since the computations are quite involved, for the sake of presentation, we first present the case of non-negative sectional curvature. Our main theorem is the following:
Theorem 2.8. Assume that the horizontal sectional curvature of the Bott connection is non negative, namely for every horizontal fields $X, Y$,

$$\langle R(X, Y)Y, X \rangle_{\mathcal{H}} \geq 0.$$ 

Let $x \neq x_0$ which is not in the cut-locus of $x_0$. Let $X \in T_x \mathcal{M}$ which is horizontal, orthogonal to $\nabla_{\mathcal{H}}r_{\varepsilon}(x)$ and such that $\|X\|_{\mathcal{H}} = 1$. One has at $x$

$$\nabla^2_{\mathcal{H}}r_{\varepsilon}(X, X) \leq \frac{1}{r_{\varepsilon}} + \frac{r_{\varepsilon}(JX, \nabla_{\mathcal{H}}r_{\varepsilon})^2_{\mathcal{H}}}{4 \varepsilon (1 + \|\nabla_{\mathcal{H}}r_{\varepsilon}\|_{\mathcal{H}}^2)^2}.$$ 

Proof. Let $\gamma$ be the unique length parametrized geodesic connecting $x_0$ to $x$. We consider at $x$ the vertical vector

$$Z = \frac{1}{2} \left( \frac{T(X, \gamma^{'})}{1 + \frac{r_{\varepsilon}^2}{12 \varepsilon}} \right).$$

We still denote by $Z$ the vector field along $\gamma$ which is obtained by parallel transport of $Z$ for the Bott connection $\nabla$. We will also still denote by $X$ the vector field along $\gamma$ which is obtained by parallel transport of $X \in T_x \mathcal{M}$ for the adjoint connection $\hat{\nabla}^\varepsilon = \nabla + \frac{1}{\varepsilon}J$. We now consider the vector field $Y$ defined along $\gamma$ by:

$$Y(t) = -\frac{1}{2 \varepsilon} t (t - r_{\varepsilon}) JZ \gamma' + \frac{t}{r_{\varepsilon}} X + \left( t - \frac{1}{2 \varepsilon} \left( \frac{t^3}{3} - \frac{1}{2} r_{\varepsilon} t^2 \right) \left\| \gamma' \right\|_{\mathcal{H}}^2 \right) Z + \frac{t^2}{2 r_{\varepsilon}} T(\gamma', X).$$

We observe that:

1. $Y(0) = 0$ and $Y(r_{\varepsilon}) = X$;
2. $\nabla_{\gamma^{'}} Y_V = T(\gamma', Y) + Z$;
3. $\hat{\nabla}^\varepsilon_{\gamma^{'}} Y_{\mathcal{H}} = \frac{1}{r_{\varepsilon}} X - \frac{1}{2 \varepsilon} (2t - \varepsilon) JZ \gamma'$.

For 2., we used the fact that since $\mathcal{M}$ is a Sasakian manifold $T(\gamma', JZ \gamma') = \left\| \gamma' \right\|_{\mathcal{H}}^2 Z$.

We point out that $Y$ is actually the solution of the differential equation:

$$\nabla^\varepsilon_{\gamma^{'}} Y + \frac{1}{\varepsilon} J_{\gamma^{'}} \nabla^\varepsilon_{\gamma^{'}} Y = \frac{1}{\varepsilon} J_{T(\gamma', Y)} \gamma'$$

with the boundary conditions $Y(0) = 0$, $Y(r_{\varepsilon}) = X$. Thus, even when $R = 0$ (Heisenberg group case), $Y$ is not a Jacobi field, unless $\gamma$ is horizontal. However, considering this $Y$ simplifies computations, and moreover for $\varepsilon \to 0$, we shall get optimal results since $\gamma$ will converge to a sub-Riemannian geodesic, which is horizontal.

From lemma 2.6 and the index lemma, one has

$$\nabla^2_{\mathcal{H}}r_{\varepsilon}(X, X) \leq \int_0^{r_{\varepsilon}} \langle \nabla^\varepsilon_{\gamma^{'}} Y, \nabla^\varepsilon_{\gamma^{'}} Y \rangle_{\varepsilon} - \langle \hat{R}^\varepsilon(\gamma', Y) Y, \gamma' \rangle_{\varepsilon}.$$
We now observe that 
\[
\langle \hat{\mathcal{R}}(\gamma', Y) Y, \gamma' \rangle = \langle R(\gamma', Y) Y, \gamma' \rangle - \|T(Y, \gamma')\|_\varepsilon^2 \\
= \langle R(\gamma'_H, Y_H) Y_H, \gamma'_H \rangle - \|T(Y, \gamma')\|_\varepsilon^2 \\
\geq -\|T(Y, \gamma')\|_\varepsilon^2.
\]

Therefore we have 
\[
\nabla^2_H r_\varepsilon(X, X) \leq \int_0^{r_\varepsilon} \langle \nabla^\varepsilon_{\gamma'} Y, \hat{\nabla}^\varepsilon_{\gamma'} Y \rangle + \|T(Y, \gamma')\|_\varepsilon^2.
\]

A lengthy but routine computation yields 
\[
\int_0^{r_\varepsilon} \langle \nabla^\varepsilon_{\gamma'} Y, \hat{\nabla}^\varepsilon_{\gamma'} Y \rangle + \|T(Y, \gamma')\|_\varepsilon^2 \\
= \frac{1}{r_\varepsilon} + \left( \frac{r_\varepsilon^3}{12 \varepsilon^2} \|\nabla H r_\varepsilon\|_H^2 \right) \|Z\|_\varepsilon^2 \\
+ \frac{1}{2 \varepsilon^2} \|T(X, \gamma')\|_\varepsilon^2 + \left( \frac{r_\varepsilon^3}{12 \varepsilon^2} \|\nabla H r_\varepsilon\|_H^2 \right) \langle Z, T(\gamma', X) \rangle.
\]

Using the fact that 
\[
Z = \frac{1}{2} \frac{T(X, \gamma')}{1 + \frac{r_\varepsilon^2 \|\gamma'\|_H^2}{12 \varepsilon^2}},
\]

one gets 
\[
\int_0^{r_\varepsilon} \langle \nabla^\varepsilon_{\gamma'} Y, \hat{\nabla}^\varepsilon_{\gamma'} Y \rangle + \|T(Y, \gamma')\|_\varepsilon^2 \\
= \frac{1}{r_\varepsilon} + \frac{1}{4 \varepsilon^2} \frac{r_\varepsilon \langle J X, \nabla H r_\varepsilon \rangle_\varepsilon^2}{1 + \frac{\|\nabla H r_\varepsilon\|_H^2 r_\varepsilon^2}{12 \varepsilon^2}}.
\]

The proof is then complete. \( \square \)

We now estimate \( \nabla^2_H r_\varepsilon(\nabla_H r_\varepsilon, \nabla_H r_\varepsilon) \), which was the missing direction in the previous theorems.

**Lemma 2.9.** Let \( x \neq x_0 \) which is not in the cut-locus of \( x_0 \). We have at \( x \):

\[
\nabla^2_H r_\varepsilon(\nabla_H r_\varepsilon, \nabla_H r_\varepsilon) \leq \min \left( \Gamma(r_\varepsilon), 1 - \Gamma(r_\varepsilon) \right) \frac{1}{r_\varepsilon}.
\]

**Proof.** From the index lemma, one has 
\[
\nabla^2_H r_\varepsilon(\nabla_H r_\varepsilon, \nabla_H r_\varepsilon) \leq I_{\nabla^\varepsilon}(\gamma, X, X),
\]

where \( \gamma \) is the unique length parametrized geodesic connecting \( x_0 \) to \( x \) and \( X = \frac{d}{dr_\varepsilon} \gamma' \).

An immediate computation gives 
\[
I_{\nabla^\varepsilon}(\gamma, X, X) = \frac{\Gamma(r_\varepsilon)}{r_\varepsilon}.
\]

Therefore 
\[
\nabla^2_H r_\varepsilon(\nabla_H r_\varepsilon, \nabla_H r_\varepsilon) \leq \frac{\Gamma(r_\varepsilon)}{r_\varepsilon}.
\]
We now observe that
\[ \| \nabla_{\mathcal{H}} r_{\varepsilon} \|_{\mathcal{H}}^2 + \varepsilon \| \nabla_{\mathcal{V}} r_{\varepsilon} \|_{\mathcal{V}}^2 = 1. \]
As a consequence
\[ \nabla_{\mathcal{H}} \| \nabla_{\mathcal{H}} r_{\varepsilon} \|_{\mathcal{H}}^2 + \varepsilon \nabla_{\mathcal{H}} \| \nabla_{\mathcal{V}} r_{\varepsilon} \|_{\mathcal{V}}^2 = 0 \]
and
\[ \nabla_{\mathcal{V}} \| \nabla_{\mathcal{H}} r_{\varepsilon} \|_{\mathcal{H}}^2 + \varepsilon \nabla_{\mathcal{V}} \| \nabla_{\mathcal{V}} r_{\varepsilon} \|_{\mathcal{V}}^2 = 0. \]
From the first equality we deduce
\[ \langle \nabla_{\mathcal{H}} \| \nabla_{\mathcal{H}} r_{\varepsilon} \|_{\mathcal{H}}^2, \nabla_{\mathcal{H}} r_{\varepsilon} \rangle_{\mathcal{H}} + \varepsilon \langle \nabla_{\mathcal{H}} \| \nabla_{\mathcal{V}} r_{\varepsilon} \|_{\mathcal{V}}^2, \nabla_{\mathcal{H}} r_{\varepsilon} \rangle = 0. \]
and therefore,
\[ \nabla_{\mathcal{H}}^2 r_{\varepsilon}(\| \nabla_{\mathcal{H}} r_{\varepsilon} \|_{\mathcal{H}}^2) + \varepsilon \nabla_{\mathcal{H}}^2 r_{\varepsilon}(\| \nabla_{\mathcal{V}} r_{\varepsilon} \|_{\mathcal{V}}^2) = 0. \]
Similarly, from the second equality we have
\[ \nabla_{\mathcal{V}}^2 r_{\varepsilon}(\| \nabla_{\mathcal{V}} r_{\varepsilon} \|_{\mathcal{V}}^2) + \varepsilon \nabla_{\mathcal{V}}^2 r_{\varepsilon}(\| \nabla_{\mathcal{V}} r_{\varepsilon} \|_{\mathcal{V}}^2) = 0. \]
It is easy to check that \( \nabla_{\mathcal{H}}^2 = \nabla_{\mathcal{V}}^2 \) (see [14]). Consequently,
\[ \nabla_{\mathcal{H}}^2 r_{\varepsilon}(\| \nabla_{\mathcal{H}} r_{\varepsilon} \|_{\mathcal{H}}^2, \nabla_{\mathcal{H}} r_{\varepsilon}) = \varepsilon^2 \nabla_{\mathcal{V}}^2 r_{\varepsilon}(\| \nabla_{\mathcal{V}} r_{\varepsilon} \|_{\mathcal{V}}^2, \nabla_{\mathcal{V}} r_{\varepsilon}) = \varepsilon^2 \| \nabla_{\mathcal{V}} r_{\varepsilon} \|_{\mathcal{V}}^2 \Delta_{\mathcal{V}} r_{\varepsilon}. \]
From a vertical Laplacian comparison theorem one has
\[ \Delta_{\mathcal{V}} r_{\varepsilon} \leq \frac{1}{\varepsilon r_{\varepsilon}}. \]
This yields
\[ \nabla_{\mathcal{H}}^2 r_{\varepsilon}(\| \nabla_{\mathcal{H}} r_{\varepsilon} \|_{\mathcal{H}}^2, \nabla_{\mathcal{H}} r_{\varepsilon}) \leq \varepsilon \frac{\| \nabla_{\mathcal{V}} r_{\varepsilon} \|_{\mathcal{V}}^2}{r_{\varepsilon}} = \frac{1 - \| \nabla_{\mathcal{H}} r_{\varepsilon} \|_{\mathcal{H}}^2}{r_{\varepsilon}} = \frac{1 - \Gamma(r_{\varepsilon})}{r_{\varepsilon}}. \]
\[ \square \]
We now prove the horizontal Laplacian theorem:

**Theorem 2.10.** Assume that for every \( X \in \Gamma^\infty(\mathcal{H}), \| X \| = 1, \)
\[ \text{Ric}_\mathcal{H}(X, X) \geq \langle R(X, JX)JX, X \rangle_\mathcal{H} \geq 0. \]

Let \( x \neq x_0 \) which is not in the cut-locus of \( x_0 \). At \( x \) we have
\[ \Delta_{\mathcal{H}} r_{\varepsilon} \leq \frac{n + 2}{r_{\varepsilon}} + \frac{1}{r_{\varepsilon}} \min \left( \frac{1}{\Gamma(r_{\varepsilon})} - 1, 1 \right). \]
Proof. We first assume that $\nabla H r_\varepsilon(x) \neq 0$. Let $X_1, \ldots, X_{n-2}$ be horizontal vectors at $x$ such that $(X_1, \ldots, X_{n-2}, J X_i)_{\mathcal{H}}$ is a horizontal orthonormal frame. From the proof of theorem 2.8, we get

$$\Delta H r_\varepsilon = \frac{1}{\|\nabla H r_\varepsilon\|_{\mathcal{H}}^2} \nabla^2 H r_\varepsilon(\nabla H r_\varepsilon, \nabla H r_\varepsilon) + \frac{1}{\|\nabla H r_\varepsilon\|_{\mathcal{H}}^2} \nabla^2 H r_\varepsilon(J \nabla H r_\varepsilon, J \nabla H r_\varepsilon) + \sum_{i=1}^{n-2} \nabla^2 H r_\varepsilon(X_i, X_i) \leq \frac{n-1}{r_\varepsilon} + \frac{3}{r_\varepsilon}$$

$$\leq \frac{n+2}{r_\varepsilon} + \frac{1}{r_\varepsilon} \min\left(\frac{1}{\Gamma(r_\varepsilon)} - 1, 1\right).$$

If $\nabla H r_\varepsilon(x) = 0$, one can find $X_1, \ldots, X_n$ horizontal vectors at $x$ such that $(X_1, \ldots, X_n)$ is a horizontal orthonormal frame and theorem 2.8 yields

$$\Delta H r_\varepsilon \leq \frac{n+3}{r_\varepsilon}.$$

To finish the section, we study the limit when $\varepsilon \to 0$ in the previous theorem. We can now conclude:

**Theorem 2.11.** Assume that for every $X \in \Gamma^\infty(\mathcal{H})$, $\|X\| = 1$,

$$\langle R(X, JX)JX, X \rangle_{\mathcal{H}} \geq 0$$

$$\text{Ric}_{\mathcal{H}}(X, X) - \langle R(X, JX)JX, X \rangle_{\mathcal{H}} \geq 0.$$

Then, outside of $\text{Cut}_0(x_0)$, and in the sense of distribution, for the sub-Riemannian distance we have

$$\Delta H r_0 \leq \frac{n+2}{r_0}.$$

**Proof.** Since the cut-locus of $x_0$ for the metric $g_\varepsilon$ has measure 0, by usual arguments, we have in the sense of distributions:

$$\Delta H r_\varepsilon \leq \frac{n+2}{r_\varepsilon} + \frac{1}{r_\varepsilon} \min\left(\frac{1}{\Gamma(r_\varepsilon)} - 1, 1\right).$$

This means that for every smooth, non negative and compactly supported function $f$,

$$\int_M (\Delta H f) r_\varepsilon d\mu \leq \int_M \left(\frac{n+2}{r_\varepsilon} + \frac{1}{r_\varepsilon} \min\left(\frac{1}{\Gamma(r_\varepsilon)} - 1, 1\right)\right) f d\mu.$$

Taking the limit when $\varepsilon \to 0$ yields the result. \qed
2.7 Measure contraction properties

We now recall the following definition (see [40, 49, 50]).

**Definition 2.12.** Let $(X, \delta, \nu)$ be a metric measure space. Assume that for every $x_0 \in X$ there exists a Borel set $\Omega_{x_0}$ of full measure in $X$ (that is $\nu(X \setminus \Omega_{x_0}) = 0$) such that any point of $\Omega_{x_0}$ is connected to $x_0$ by a unique distance minimizing geodesic $t \rightarrow \phi_{t,x_0}(x)$, $t \in [0,1]$, starting at $x$ and ending at $x_0$. We say that $(X, \delta, \nu)$ satisfies the measure contraction property $\text{MCP}(0, N)$, $N \geq 0$, if for every $x_0 \in X$, $t \in [0,1]$ and Borel set $U$,

$$\nu(\phi_{t,x_0}(U)) \geq (1 - t)^N \nu(U).$$

As an immediate corollary of Theorem 2.10, we deduce:

**Corollary 2.13.** Let $(M, g_\mathcal{H})$ be a Sasakian structure such that

$$K_{\mathcal{H},J} \geq 0, \ \text{Ric}_{\mathcal{H},J^\perp} \geq 0.$$  

Then, for every $\varepsilon > 0$, the metric measure space $(M, d_\varepsilon, \mu)$ satisfies the measure contraction property $\text{MCP}(0, n + 5)$.

This corollary is interesting because the Ricci tensor of the metric $g_\varepsilon$ for the Levi-Civita connection blows up to $-\infty$ in the directions of the horizontal space when $\varepsilon \rightarrow 0$. Such similar situations are pointed out in Lee [35].

**Proposition 2.14.** Let $(M, g_\mathcal{H})$ be a Sasakian structure such that for every $X \in \Gamma^\infty(\mathcal{H})$, $\|X\| = 1$,

$$\langle R(X,JX)JX, X \rangle_{\mathcal{H}} \geq 0$$

$$\text{Ric}_{\mathcal{H}}(X,X) - \langle R(X,JX)JX, X \rangle_{\mathcal{H}} \geq 0.$$  

Then the metric measure space $(M, d_0, \mu)$ satisfies the measure contraction property $\text{MCP}(0, n + 3)$. 
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3 Volume doubling properties on sub-Riemannian manifolds

3.1 Framework

Throughout the section, we consider a smooth connected \( n + m \) dimensional manifold \( M \) which is equipped with a Riemannian foliation with a bundle like metric \( g \) and totally geodesic \( m \) dimensional leaves. We moreover assume that the metric \( g \) is complete and that the horizontal distribution \( \mathcal{H} \) of the foliation is bracket-generating. We denote by \( \mu \) the Riemannian reference volume measure on \( M \).

As is usual, the sub-bundle \( \mathcal{V} \) formed by vectors tangent to the leaves is referred to as the set of \textit{vertical directions}. The sub-bundle \( \mathcal{H} \) which is normal to \( \mathcal{V} \) is referred to as the set of \textit{horizontal directions}. Saying that the foliation is totally geodesic means that:

\[
(\mathcal{L}_X g)(Z, Z) = 0, \quad (\mathcal{L}_Z g)(X, X) = 0, \quad \text{for any} \ X \in \Gamma^\infty(\mathcal{H}), \ Z \in \Gamma^\infty(\mathcal{V}).
\]

The literature on Riemannian foliations is vast, we refer for instance to the classical reference [53] and its bibliography for further details.

The Riemannian gradient will be denoted \( \nabla \) and we write the horizontal gradient as \( \nabla_H \), which is the projection of \( \nabla \) onto \( \mathcal{H} \). Likewise, \( \nabla_V \) will denote the vertical gradient. The horizontal Laplacian \( \Delta_H \) is the generator of the symmetric closable bilinear form:

\[
\mathcal{E}_H(f, g) = -\int_M \langle \nabla_H f, \nabla_H g \rangle_H \, d\mu, \quad f, g \in C^\infty_0(M).
\]

The vertical Laplacian may be defined as \( \Delta_V = \Delta - \Delta_H \) where \( \Delta \) is the Laplace-Beltrami operator on \( M \). We have

\[
\mathcal{E}_V(f, g) := -\int_M \langle \nabla_V f, \nabla_V g \rangle_V \, d\mu = \int_M f \Delta_V g \, d\mu, \quad f, g \in C^\infty_0(M).
\]

The hypothesis that \( \mathcal{H} \) is bracket generating implies that the horizontal Laplacian \( \Delta_H \) is locally subelliptic and the completeness assumption on \( g \) implies that \( \Delta_H \) is essentially self-adjoint on the space of smooth and compactly supported functions (see for instance [12]).

3.2 Bott connection

There is a first natural connection on \( M \) that respects the foliation structure, the Bott connection, which is given as follows:

\[
\nabla_X Y = \begin{cases} 
\pi_H(\nabla^\mathcal{H}_X Y), & X, Y \in \Gamma^\infty(\mathcal{H}), \\
\pi_H([X, Y]), & X \in \Gamma^\infty(\mathcal{V}), \ Y \in \Gamma^\infty(\mathcal{H}), \\
\pi_V([X, Y]), & X \in \Gamma^\infty(\mathcal{H}), \ Y \in \Gamma^\infty(\mathcal{V}), \\
\pi_V(\nabla^\mathcal{V}_X Y), & X, Y \in \Gamma^\infty(\mathcal{V}), 
\end{cases}
\]
where $\nabla^g$ is the Levi-Civita connection for $g$ and $\pi_H$ (resp. $\pi_V$) the projection on $\mathcal{H}$ (resp. $\mathcal{V}$). It is easy to check that for every $\varepsilon > 0$, this connection satisfies $\nabla g_\varepsilon = 0$. A fundamental property of $\nabla$ is that $\mathcal{H}$ and $\mathcal{V}$ are parallel.

The torsion $T$ of $\nabla$ is given as

$$ T(X, Y) = -\pi_V[\pi_H X, \pi_H Y]. $$

For $Z \in \Gamma^\infty(\mathcal{V})$, there is a unique skew-symmetric endomorphism $J_Z : \mathcal{H}_x \to \mathcal{H}_x$ such that for all horizontal vector fields $X$ and $Y$,

$$ g_H(J_Z(X), Y) = g_V(Z, T(X, Y)), $$

where $T$ is the torsion tensor of $\nabla$. We extend $J_Z$ to be 0 on $\mathcal{V}_x$. Also, if $Z \in \Gamma^\infty(\mathcal{H})$, from (3.1) we set $J_Z = 0$.

We now introduce the relevant tensors which will be used to control the index forms. The horizontal divergence of the torsion $T$ is the $(1, 1)$ tensor which in a local horizontal frame $X_1, \ldots, X_n$ is defined by

$$ \delta_H T(X) := -\sum_{j=1}^n (\nabla_X T)(X_j, X). $$

Going forward, we will always assume in the sequel of the course that the horizontal distribution $\mathcal{H}$ satisfies the Yang-Mills condition, meaning that $\delta_H T = 0$ (see [12, 26, 27] for the geometric significance of this condition).

We will denote by $\text{Ric}_H$ the horizontal Ricci curvature of the Bott connection, that is to say the horizontal trace of the full curvature tensor $R$ of the Bott connection. Using the observation that $\nabla$ preserves the splitting $\mathcal{H} \oplus \mathcal{V}$ and from the first Bianchi identity, it follows that $\text{Ric}_H(X, Y) = \text{Ric}_H(\pi_H X, \pi_H Y)$. We will also denote $\text{Ric}_V$ the vertical Ricci curvature of the Bott connection (this is also the Ricci curvature of the leaves of the foliation as sub-manifolds of $(M, g)$).

If $Z_1, \ldots, Z_m$ is a local vertical frame, the $(1, 1)$ tensor

$$ J^2 := \sum_{\ell=1}^m J_{Z_\ell} J_{Z_\ell} $$

does not depend on the choice of the frame and may globally be defined.

### 3.3 Horizontal and vertical Bochner formulas and Laplacian comparison theorems

It is well-known that on Riemannian manifolds the Laplacian comparison theorem may also be obtained as a consequence of the Bochner formula.
We first recall the horizontal and vertical Bochner identities that were respectively proved in [19] and [14] (see also [26, 27] for generalizations going beyond the foliation case).

**Theorem 3.1 (Horizontal and vertical Bochner identities).** For \( f \in C^\infty(M) \), one has

\[
\frac{1}{2} \Delta_H ||df||_\varepsilon^2 - \langle d\Delta_H f, df \rangle_\varepsilon = ||\nabla_H^\varepsilon df||_\varepsilon^2 + \langle \text{Ric}_H(df), df \rangle_H + \frac{1}{\varepsilon} \langle J^2(df), df \rangle_H,
\]

and

\[
\frac{1}{2} \Delta_V ||df||_\varepsilon^2 - \langle d\Delta_V f, df \rangle_\varepsilon = ||\nabla_V^2 f||_\varepsilon^2 + \varepsilon ||\nabla_V^2 f||_\varepsilon^2 + \varepsilon \langle \text{Ric}_V(df), df \rangle_V.
\]

**Proof.** The first identity is Theorem 3.1 in [19]. The second identity may be derived from Proposition 2.2 in [14].

Those two Bochner formulas may be used to prove general curvature dimension estimates respectively for the horizontal and vertical Laplacian.

We introduce the following operators defined for \( f, g \in C^\infty(M) \),

\[
\Gamma(f, g) = \frac{1}{2} (\Delta_H(fg) - g \Delta_H f - f \Delta_H g) = \langle \nabla_H f, \nabla_H g \rangle_H,
\]

\[
\Gamma(f, g) = \langle \nabla_V f, \nabla_V g \rangle_V,
\]

and their iterations which are defined by

\[
\Gamma_2^H(f, g) = \frac{1}{2} (\Delta_H(\Gamma(f, g)) - \Gamma(g, \Delta_H f) - \Gamma(f, \Delta_H g))
\]

\[
\Gamma_2^H(f, g) = \frac{1}{2} (\Delta_V(\Gamma(f, g)) - \Gamma(g, \Delta_V f) - \Gamma(f, \Delta_V g))
\]

and

\[
\Gamma_2^V(f, g) = \frac{1}{2} (\Delta_V(\Gamma(f, g)) - \Gamma(g, \Delta_V f) - \Gamma(f, \Delta_V g))
\]

As a straightforward consequence of Theorem 3.1, we obtain the following generalized curvature dimension inequalities for the horizontal and vertical Laplacians.

**Theorem 3.2.**

1. Assume that globally on \( M \), for every \( X \in \Gamma^\infty(H) \) and \( Z \in \Gamma^\infty(V) \),

\[
\text{Ric}_H(X, X) \geq \rho_1(\varepsilon)||X||^2_H, \quad -\langle J^2X, X \rangle_H \leq \kappa(\varepsilon)||X||^2_H, \quad -\frac{1}{4} \text{Tr}_H(J^2_Z) \geq \rho_2(\varepsilon)||Z||^2_V,
\]

for some continuous functions \( \rho_1, \rho_2, \kappa \). For every \( f \in C^\infty(M) \), one has

\[
\Gamma_2^H(f, f) + \varepsilon \Gamma_2^H(f, f) \geq \frac{1}{n}(\Delta_H f)^2 + \left( \frac{\rho_1(\varepsilon)}{\varepsilon} - \frac{\kappa(\varepsilon)}{\varepsilon} \right) \Gamma(f, f) + \rho_2(\varepsilon) \Gamma^V(f, f).
\]
2. Assume that globally on $\mathbb{M}$, for every $Z \in \Gamma^\infty(\mathcal{V})$,

$$\text{Ric}_\mathcal{V}(Z, Z) \geq \rho_3(r_\varepsilon)\|Z\|_\mathcal{V}^2,$$

for some continuous functions $\rho_3$. For every $f \in C^\infty(\mathbb{M})$ one has

$$\Gamma^{\mathcal{V},\mathcal{H}}_2(f, f) + \varepsilon \Gamma^{\mathcal{V}}_2(f, f) \geq \frac{\varepsilon}{n} (\Delta_\mathcal{V} f)^2 + \varepsilon \rho_3(r_\varepsilon) \Gamma^{\mathcal{V}}(f, f).$$

**Proof.** The proof of 1. follows from

$$\|\nabla_\mathcal{V}^2 df\|_\varepsilon^2 \geq \|\nabla^2_\mathcal{H} f\|^2 - \frac{1}{4} \text{Tr}_\mathcal{H}(J^2_{df})$$

$$\geq \frac{1}{n} (\Delta_\mathcal{H} f)^2 + \rho_2(r_\varepsilon) \Gamma^{\mathcal{V}}(f, f),$$

where we refer to the proof of Theorem 3.1 in [19] for the details. The proof of 2. is immediate. $\square$

We deduce the following theorems:

**Theorem 3.3.** Let $x \in \mathbb{M}$, $x \neq x_0$ and $x$ not in the $d_\varepsilon$ cut-locus of $x_0$. Let $G : [0, r_\varepsilon(x)] \to \mathbb{R}_{\geq 0}$ be a differentiable function which is positive on $(0, r_\varepsilon(x)]$ and such that $G(0) = 0$. We have

$$\Delta_\mathcal{H} r_\varepsilon(x) \leq \frac{1}{G(r_\varepsilon(x))^2} \int_0^{r_\varepsilon(x)} \left( nG'(s)^2 - \left[ \left( \rho_1(s) - \frac{1}{\varepsilon} \kappa(s) \right) \Gamma(r_\varepsilon)(x) + \rho_2(s) \Gamma^{\mathcal{V}}(r_\varepsilon)(x) \right] G(s)^2 \right) ds.$$

**Theorem 3.4.** Let $x \in \mathbb{M}$, $x \neq x_0$, not in the $d_\varepsilon$ cut-locus of $x_0$. Let $G : [0, r_\varepsilon(x)] \to \mathbb{R}_{\geq 0}$ be a differentiable function which is positive on $(0, r_\varepsilon(x)]$ and such that $G(0) = 0$. We have

$$\Delta_\mathcal{V} r_\varepsilon(x) \leq \frac{1}{G(r_\varepsilon(x))^2} \int_0^{r_\varepsilon(x)} \left( \frac{m}{\varepsilon} G'(s)^2 - \rho_3(s) \varepsilon \Gamma^{\mathcal{V}}(r_\varepsilon)(x) G(s)^2 \right) ds.$$

To prove Theorem 3.3 and 3.4, we shall need the easily proved following lemma.

**Lemma 3.5.** We have

$$\lim_{x \to x_0} \frac{r_\varepsilon(x)^2 \Delta_\mathcal{H} r_\varepsilon(x)}{\Delta_\mathcal{V} r_\varepsilon(x)} = \lim_{x \to x_0} \frac{r_\varepsilon(x)^2 \Delta_\mathcal{V} r_\varepsilon(x)}{\Delta_\mathcal{H} r_\varepsilon(x)} = 0.$$

We are now in position to give a proof of Theorem 3.3.

**Proof (Proof of Theorem 3.3).** Let $\gamma(t), 0 \leq t \leq r_\varepsilon(x)$, be the unique length parametrized $g_\varepsilon$-geodesic between $x_0$ and $x$. We denote

$$\phi(t) = Lr_\varepsilon(\gamma(t)), \quad 0 < t \leq r_\varepsilon(x).$$
From Theorem 3.2, we get the differential inequality

\[-\phi'(t) \geq \frac{1}{n}(\phi(t))^2 + \left(\rho_1(t) - \frac{\kappa(t)}{\varepsilon}\right) \Gamma(r_{\varepsilon})(x) + \rho_2(t)\Gamma^V(r_{\varepsilon})(x),\]

(3.2)

because \(\Gamma(r_{\varepsilon})\) and \(\Gamma^V(r_{\varepsilon})\) are constants along \(\gamma\). We now notice the lower bound

\[
\frac{1}{n}(\phi(t))^2 \geq 2\frac{G''(t)}{G(t)}\phi(t) - n\frac{G'(t)^2}{G(t)^2}.
\]

Using this lower bound in (3.2), multiplying by \(G(t)^2\), and integrating from 0 to \(r_{\varepsilon}(x)\) yields the expected result thanks to lemma 3.5.

The proof of Theorem 3.4 is identical.

**Corollary 3.6.** Assume that the functions \(\rho_1, \kappa, \rho_2\) are constant. Denote

\[
\kappa_{\varepsilon} = \min\left(\rho_1 - \frac{\kappa}{\varepsilon}, \rho_2\right).
\]

For \(x \neq x_0 \in \mathbb{M}\), not in the \(d_{\varepsilon}\) cut-locus of \(x_0\)

\[
\Delta_\mathbb{H}r_{\varepsilon}(x) \leq \begin{cases} 
\frac{\sqrt{n\kappa_{\varepsilon}}}{{\varepsilon}} \cot\left(\sqrt{\frac{n\kappa_{\varepsilon}}{n}r_{\varepsilon}(x)}\right), & \text{if } \kappa_{\varepsilon} > 0, \\
\frac{n}{r_{\varepsilon}(x)}, & \text{if } \kappa_{\varepsilon} = 0, \\
\sqrt{-n|\kappa_{\varepsilon}| \coth\left(\sqrt{|\kappa_{\varepsilon}|}r_{\varepsilon}(x)\right)}, & \text{if } \kappa_{\varepsilon} < 0.
\end{cases}
\]

(3.3)

**Corollary 3.7.** Assume that the function \(\rho_3\) is constant. Then, for \(x \neq x_0\) not in the cut-locus of \(x_0\),

\[
\Delta_\mathbb{V}r_{\varepsilon}(x) \leq F(r_{\varepsilon}(x), \Gamma^V(r_{\varepsilon})(x))
\]

where

\[
F(r_{\varepsilon}, \Gamma^V(r_{\varepsilon})) = \begin{cases} 
\sqrt{m\rho_3\Gamma^V(r_{\varepsilon})} \cot\left(\sqrt{\frac{\rho_3^2\Gamma^V(r_{\varepsilon})}{m}r_{\varepsilon}}\right), & \text{if } \rho_3 > 0, \\
\frac{m}{\varepsilon r_{\varepsilon}}, & \text{if } \rho_3 = 0, \\
\sqrt{-m\rho_3\Gamma^V(r_{\varepsilon})} \coth\left(\sqrt{-\frac{\rho_3^2\Gamma^V(r_{\varepsilon})}{m}r_{\varepsilon}}\right), & \text{if } \rho_3 < 0.
\end{cases}
\]

3.4 Li-Yau inequality and volume doubling properties for the sub-Riemannian distance

Throughout the section we assume that globally on \(\mathbb{M}\), for every \(X \in \Gamma^\infty(\mathbb{H})\) and \(Z \in \Gamma^\infty(\mathbb{V})\),

\[
\text{Ric}_H(X, X) \geq \rho_1\|X\|^2_H, \quad -\langle J^2 X, X \rangle_H \leq \kappa\|X\|^2_H, \quad -\frac{1}{4}\text{Tr}_H(J^2_Z) \geq \rho_2\|Z\|^2_V.
\]
for some $\rho_1 \in \mathbb{R}$, $\kappa, \rho_2 > 0$. We also assume that the horizontal distribution $\mathcal{H}$ is Yang-Mills, which means that

$$\delta_{\mathcal{H}} T = 0.$$ 

We show in this section how to obtain the Li-Yau estimate. Henceforth, we will indicate $C^\infty_0(\mathcal{M}) = C^\infty(\mathcal{M}) \cap L^\infty(\mathcal{M})$ and by $P_t$ the semigroup generated by $\Delta_{\mathcal{H}}$. A key lemma is the following.

**Lemma 3.8.** Let $f \in C^\infty_0(\mathcal{M})$, $f > 0$ and $T > 0$, and consider the functions

$$\phi_1(x, t) = (P_{T-t}f)(x) \Gamma(\ln P_{T-t}f)(x),$$

$$\phi_2(x, t) = (P_{T-t}f)(x) \Gamma^V(\ln P_{T-t}f)(x),$$

which are defined on $\mathcal{M} \times [0, T)$. We have

$$\Delta_{\mathcal{H}} \phi_1 + \frac{\partial \phi_1}{\partial t} = 2(P_{T-t}f) \Gamma^V(\ln P_{T-t}f).$$

and

$$\Delta_{\mathcal{H}} \phi_2 + \frac{\partial \phi_2}{\partial t} = 2(P_{T-t}f) \Gamma^V(\ln P_{T-t}f).$$

**Proof.** This is direct computation without trick. Let us just point out that the formula

$$\Delta_{\mathcal{H}} \phi_2 + \frac{\partial \phi_2}{\partial t} = 2(P_{T-t}f) \Gamma^V(\ln P_{T-t}f).$$

uses the fact that $\Gamma(g, \Gamma^V(g)) = \Gamma^V(g, \Gamma(g))$ and thus that the foliation is totally geodesic.

We will need the following classical lemma.

**Lemma 3.9.** Let $T > 0$. Let $u, v : \mathcal{M} \times [0, T] \rightarrow \mathbb{R}$ be smooth functions such that for every $T > 0$, $\sup_{t \in [0, T]} \|u(\cdot, t)\|_\infty < \infty$, $\sup_{t \in [0, T]} \|v(\cdot, t)\|_\infty < \infty$; If the inequality

$$\Delta_{\mathcal{H}} u + \frac{\partial u}{\partial t} \geq v$$

holds on $\mathcal{M} \times [0, T]$, then we have

$$P_T(u(\cdot, T))(x) \geq u(x, 0) + \int_0^T P_s(v(\cdot, s))(x) ds.$$ 

We now show how to prove the Li-Yau estimates for the horizontal semigroup $P_t$.

**Theorem 3.10.** Let $\alpha > 2$. For $f \in C^\infty_0(\mathcal{M})$, $f \geq 0$, $f \neq 0$, the following inequality holds for $t > 0$:

$$\Gamma(\ln P_t f) + \frac{2\rho_2}{\alpha} t \Gamma^V(\ln P_t f)$$

$$\leq \left(1 + \frac{\alpha \kappa}{(\alpha - 1)\rho_2} - \frac{2\rho_1}{\alpha} t \right) \Delta_{\mathcal{H}} P_{t} f + \frac{n \rho_2^2}{2\alpha} t - \rho_1 n \left(1 + \frac{\alpha \kappa}{(\alpha - 1)\rho_2} \right) + \frac{n(\alpha - 1)^2 \left(1 + \frac{\alpha \kappa}{(\alpha - 1)\rho_2} \right)^2}{8(\alpha - 2)t}.$$ 
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Proof. We fix $T > 0$ and consider two functions $a, b : [0, T] \to \mathbb{R}_{\geq 0}$ to be chosen later. Let $f \in C^\infty(\mathbb{M})$, $f \geq 0$. Consider the function

$$\phi(x, t) = a(t)(P_{T-t}f)(x)\Gamma(\ln P_{T-t}f)(x) + b(t)(P_{T-t}f)(x)\Gamma'(\ln P_{T-t}f)(x).$$

Applying Lemma 3.8 and the curvature-dimension inequality in Theorem 3.2, we obtain

$$\Delta_H \phi + \frac{\partial \phi}{\partial t} = a'(P_{T-t}f)\Gamma(\ln P_{T-t}f) + b'(P_{T-t}f)\Gamma'(\ln P_{T-t}f) + 2a(P_{T-t}f)\Gamma_2(\ln P_{T-t}f)$$

$$+ 2b(P_{T-t}f)\Gamma'_2(\ln P_{T-t}f) \geq \left(a' + 2\rho_1 a - 2\kappa \frac{a^2}{b} - \frac{4a\gamma}{n}\right)(P_{T-t}f)\Gamma(\ln P_{T-t}f)$$

$$+ (b' + 2\rho_2 a)(P_{T-t}f)\Gamma'(\ln P_{T-t}f) + \frac{4a\gamma}{n} \Delta_H P_{T-t} f - \frac{2a\gamma^2}{n} P_{T-t} f.$$ 

The idea is now to choose $a, b, \gamma$ such that

$$\begin{cases}
a' + 2\rho_1 a - 2\kappa \frac{a^2}{b} - \frac{4a\gamma}{n} = 0 \\
b' + 2\rho_2 a = 0
\end{cases}$$

With this choice we get

$$\Delta_H \phi + \frac{\partial \phi}{\partial t} \geq \frac{4a\gamma}{n} \Delta_H P_{T-t} f - \frac{2a\gamma^2}{n} P_{T-t} f \quad (3.4)$$

We wish to apply Lemma 3.9. We take now $f \in C^\infty_0(\mathbb{M})$ and apply the previous inequality with $f_\varepsilon = f + \varepsilon$ instead of $f$, where $\varepsilon > 0$. If moreover $a(T) = b(T) = 0$, we end up with the inequality

$$a(0)(P_T f_\varepsilon)(x)\Gamma(\ln P_T f_\varepsilon)(x) + b(0)(P_T f)(x)\Gamma'(\ln P_T f)(x)$$

$$\leq - \int_0^T \frac{4a\gamma}{n} dt \Delta_H P_T f_\varepsilon(x) + \int_0^T \frac{2a\gamma^2}{n} dt P_T f_\varepsilon(x) \quad (3.5)$$
If we now chose \( b(t) = (T - t)\alpha \) and \( b, \gamma \) such that
\[
\begin{align*}
\alpha' + 2\rho_1 a - 2\kappa \frac{a^2}{b} - \frac{4a\gamma}{n} &= 0 \\
b' + 2\rho_2 a &= 0
\end{align*}
\]
the result follows by a simple computation and sending then \( \varepsilon \to 0 \). \( \square \)

Observe that if \( \text{Ric}_H \geq 0 \), then we can take \( \rho_1 = 0 \) and the estimate simplifies to
\[
\Gamma(\ln P_t f) + \frac{2\rho_2}{\alpha} \Gamma(\ln P_t f) \leq \left( 1 + \frac{\alpha\kappa}{(\alpha - 1)\rho_2} \right) \frac{\Delta_H P_t f}{P_t f} + \frac{n(\alpha - 1)^2 \left( 1 + \frac{\alpha\kappa}{(\alpha - 1)\rho_2} \right)^2}{8(\alpha - 2)t}.
\]
By adapting a classical method of Li and Yau and integrating this last inequality on sub-Riemannian geodesics leads to a parabolic Harnack inequality (details are in [16]). For \( \alpha > 2 \), we denote
\[
D_\alpha = \frac{n(\alpha - 1)^2 \left( 1 + \frac{\alpha\kappa}{(\alpha - 1)\rho_2} \right)}{4(\alpha - 2)}.
\]
The minimal value of \( D_\alpha \) is difficult to compute, depends on \( \kappa, \rho_2 \) and does not seem relevant because the constants we get are anyhow not optimal. We just point out that the choice \( \alpha = 3 \) turns out to simplify many computations and is actually optimal when \( \kappa = 4\rho_2 \).

**Corollary 3.11.** Let us assume that \( \rho_1 \geq 0 \). Let \( f \in L^\infty(\mathbb{M}) \), \( f \geq 0 \), and consider \( u(x,t) = P_t f(x) \). For every \((x,s), (y,t) \in \mathbb{M} \times (0, \infty) \) with \( s < t \) one has with \( D_\alpha \) as in (3.6)
\[
u(x,s) \leq \nu(y,t) \left( \frac{t}{s} \right)^{\frac{D_\alpha}{2}} \exp \left( \frac{D_\alpha d(x,y)^2}{n(4t-s)} \right).
\]
Here \( d(x,y) \) is the sub-Riemannian distance between \( x \) and \( y \).

It is classical since the work by Li and Yau and not difficult to prove that a parabolic Harnack inequality implies a Gaussian upper bound on the heat kernel. With the curvature dimension inequality in hand, it is actually also possible, but much more difficult, to prove a lower bound. The final result proved in [15] is:

**Theorem 3.12.** Let us assume that \( \rho_1 \geq 0 \), then for any \( 0 < \varepsilon < 1 \) there exists a constant \( C(\varepsilon) = C(n, \kappa, \rho_2, \varepsilon) > 0 \), which tends to \( \infty \) as \( \varepsilon \to 0^+ \), such that for every \( x,y \in \mathbb{M} \) and \( t > 0 \) one has
\[
\frac{C(\varepsilon)^{-1}}{\mu(B(x, \sqrt{t}))} \exp \left( -\frac{D_\alpha d(x,y)^2}{n(4-\varepsilon)t} \right) \leq p_t(x,y) \leq \frac{C(\varepsilon)}{\mu(B(x, \sqrt{t}))} \exp \left( -\frac{d(x,y)^2}{(4+\varepsilon)t} \right),
\]
where \( p_t(x,y) \) is the heat kernel of \( \Delta_H \).

This theorem implies the following important result:

**Theorem 3.13.** Let us assume that \( \rho_1 \geq 0 \). Then the metric measure space \((\mathbb{M}, d, \mu)\) satisfies the global volume doubling property and supports a 2-Poincaré inequality.
4 Sobolev and isoperimetric inequalities

In this section, we study Sobolev and isoperimetric inequalities for the sub-Laplacian. We work in the framework of Section 3 and keep the same notations. Throughout the section we assume that globally on \( M \), for every \( X \in \Gamma^\infty(\mathcal{H}) \) and \( Z \in \Gamma^\infty(\mathcal{V}) \),

\[
\text{Ric}_H(X, X) \geq \rho_1 \|X\|_H^2, \quad -\langle J^2 X, X \rangle_H \leq \kappa \|X\|_H^2, \quad -\frac{1}{4} \text{Tr}_H(J_Z^2) \geq \rho_2 \|Z\|_V^2,
\]

for some \( \rho_1 \in \mathbb{R}, \kappa, \rho_2 > 0 \).

As seen before, it implies that for every \( f \in C^\infty(M) \) one has

\[
\Gamma_H^2(f, f) + \varepsilon \Gamma_2^H(f, f) \geq \frac{1}{n} (\Delta_H f)^2 + \left( \rho_1 - \frac{\kappa}{\varepsilon} \right) \Gamma(f, f) + \rho_2 \Gamma^V(f, f).
\]

In the sub-Riemannian structure \((M, \mathcal{H}, g_H)\), a notion of intrinsic horizontal perimeter associated to can be defined as follows.

4.1 BV functions in sub-Riemannian manifolds

Let us first observe that, given any point \( x \in M \) there exists an open set \( x \in U \subset M \) in which the operator \( \Delta_H \) can be written as

\[
\Delta_H = -\sum_{i=1}^m X^*_i X_i, \tag{4.1}
\]

where the vector fields \( X_i \) have Lipschitz continuous coefficients in \( U \), and \( X^*_i \) indicates the formal adjoint of \( X_i \) in \( L^2(M, d\mu) \).

We indicate with \( \mathcal{F}(M) \) the set of \( C^1 \) vector fields which are subunit for \( \Delta_H \). Given a function \( f \in L^1_{\text{loc}}(M) \), which is supported in \( U \) we define the horizontal total variation of \( f \) as

\[
\text{Var}(f) = \sup_{\phi \in \mathcal{F}(M)} \int_U f \left( \sum_{i=1}^m X^*_i \phi_i \right) d\mu,
\]

where on \( U, \phi = \sum_{i=1}^m \phi_i X_i \). For functions not supported in \( U, \) \( \text{Var}(f) \) may be defined by using a partition of unity. The space

\[
BV(M) = \{ f \in L^1(M) \mid \text{Var}(f) < \infty \},
\]

endowed with the norm

\[
\|f\|_{BV(M)} = \|f\|_{L^1(M)} + \text{Var}(f),
\]

is a Banach space. As in the Riemannian case, \( W^{1,1}(M) = \{ f \in L^1(M) \mid \sqrt{\Gamma f} \in L^1(M) \} \) is a strict subspace of \( BV(M) \) and when \( f \in W^{1,1}(M) \) one has in fact

\[
\text{Var}(f) = \|\sqrt{\Gamma f}\|_{L^1(M)}.
\]
Given a measurable set $E \subset \mathbb{M}$ we say that it has finite perimeter, or is a Cacciopoli set if $1_E \in BV(\mathbb{M})$. In such case the horizontal perimeter of $E$ is by definition

$$P(E) = \text{Var}(1_E).$$

As in the Riemannian case, we have the following approximation result, see Theorem 1.14 in [25].

**Lemma 4.1.** Let $f \in BV(\mathbb{M})$, then there exists a sequence $\{f_n\}_{n \in \mathbb{N}}$ of functions in $C^\infty_0(\mathbb{M})$ such that:

(i) $\|f_n - f\|_{L^1(\mathbb{M})} \to 0$;
(ii) $\int_{\mathbb{M}} \sqrt{\Gamma(f_n)} d\mu \to \text{Var}(f)$.

### 4.2 Pseudo-Poincaré inequalities

For $p \geq 1$, we define the Sobolev space $W^{1,p}(\mathbb{M})$ as the closure of $C^\infty_0(\mathbb{M})$ with respect to the norm $\|f\|_p + \|\sqrt{\Gamma(f)}\|_p$. The following inequality can be proved from the generalized curvature dimension inequality with $\rho_1 \geq 0$.

**Proposition 4.2.** Let $1 \leq p < +\infty$. There exists a constant $C_p > 0$ such that for every $f \in W^{1,p}(\mathbb{M})$ we have

$$\|f - P_t f\|_p \leq C_p \sqrt{t} \|\sqrt{\Gamma(f)}\|_p.$$  

### 4.3 Sobolev embeddings

For $\alpha < 0$, we define the Besov norm $\| \cdot \|_{B^{-\alpha}_{\infty, \infty}}$ on $\mathbb{M}$ as follows:

$$\|f\|_{B^{-\alpha}_{\infty, \infty}} = \sup_{t > 0} t^{-\alpha/2} \|P_t f\|_{\infty}. \quad (4.2)$$

It is clear from this definition that $\|f\|_{B^{-\alpha}_{\infty, \infty}} \leq 1$ is equivalent to the fact that for every $u > 0$, $|P_u f| \leq u$ where $t_u = u^{2/\alpha}$.

**Theorem 4.3** (Improved Sobolev embedding). For every $1 \leq p < q < \infty$ and every $f \in W^{1,p}(\mathbb{M})$, we have

$$\|f\|_q \leq C \|\sqrt{\Gamma(f)}\|_p \|f\|_{B^{-\alpha}_{\infty, \infty}}^{1-\theta} \quad (4.3)$$

where $\theta = \frac{p}{q}$ and where $C > 0$ is a constant that only depends on $p, q, \rho_2, \kappa, d$.

**Proof.** The proof follows [33]; for the sake of completeness, we reproduce the main arguments and make sure they adapt to our sub-Riemannian framework. The proof proceeds in three steps.

**Step 1.** We first prove the weak-type inequality

$$\|f\|_{q, \infty} \leq C \|\sqrt{\Gamma(f)}\|_p \|f\|_{B^{-\alpha}_{\infty, \infty}}^{1-\theta}.$$
Without loss of generality, we can assume $\|f\|_{B^{\theta/(\theta-1)}_{\infty, \infty}} \leq 1$, which is equivalent to the condition:

$$|P_{t_u}f| \leq u, \quad t_u = u^{2(\theta-1)/\theta} \text{ for every } u > 0. \quad (4.4)$$

We have then

$$u^q \mu\{|f| > 2u\} \leq u^q \mu\{|f - P_{t_u}f| > u\} \leq u^{q-p} \int_M |f - P_{t_u}f|^p d\mu$$

From Proposition 4.2, we have

$$\|f - P_t f\|_p \leq C_p \sqrt{t} \|\Gamma(f)\|_p.$$ 

Since $q - p + \frac{p \cdot 2(\theta-1)}{\theta} = 0$, we conclude

$$u^q \mu\{|f| > 2u\} \leq u^{q-p} \left( C_p^{p/2} \|\Gamma(f)\|_p^p \right) \leq C^p \|\Gamma(f)\|_p^p $$

We finally observe that $\sup_{u>0} u^q \mu\{|f| > 2u\} = \frac{1}{2\theta} \|f\|_{q, \infty}^q$, to conclude Step 1.

**Step 2.** In the previous weak type inequality, we would like to replace the $L^{\theta, \infty}$-norm by the $L^q$-norm. Again, we assume $\|f\|_{B^{\theta/(\theta-1)}_{\infty, \infty}} \leq 1$, that is $|P_{t_u}f| \leq u$ for $t_u = u^{2(\theta-1)/\theta}$, $\forall u > 0$. For $f \in W^{1,p}(M) \cap L^q(M)$ such that $|P_{t_u}f| \leq u$, $\forall u > 0$, we want to show that for some constant $C > 0$,

$$\int_M |f|^q d\mu \leq C \int_M \Gamma(f)^{p/2} d\mu.$$ 

Let $c \geq 5$ be an arbitrary constant. For any $u > 0$, we introduce the truncation

$$\tilde{f}_u = (f - u)^+ \wedge ((c-1)u) + (f + u)^- \vee (- (c-1)u).$$

That is, $\tilde{f}_u(x) = f(x) - u$ when $u \leq f(x) \leq cu$, and $\tilde{f}_u(x) = f(x) + u$ when $-cu \leq f(x) \leq -u$, otherwise $|\tilde{f}_u|$ is truncated as constants 0 or $(c-1)u$. Observing

$$\{|f| \geq 5u\} \subset \{\tilde{f}_u \geq 4u\},$$

yields

$$\int_0^\infty \mu(\{|f| \geq 5u\}) d(u^q) \leq \int_0^\infty \mu(\{|\tilde{f}_u| \geq 4u\}) d(u^q)$$

$$\leq \int_0^\infty \mu(\{|\tilde{f}_u - P_{t_u}f| \geq 3u\}) d(u^q) \quad \text{(since } |P_{t_u}(f)| \leq u)$$

$$\leq \int_0^\infty \mu(\{|\tilde{f}_u - P_{t_u}f| \geq u\}) d(u^q) + \int_0^\infty \mu(\{|P_{t_u}(f| - \tilde{f}_u) \geq 2u\}) d(u^q).$$
We now apply the pseudo-Poincaré inequality for $\tilde{f}_u$ as follows,

$$
\mu(\{|\tilde{f}_u - P_t \tilde{f}_u| \geq u\}) \leq u^{-p} \int_M |\tilde{f}_u - P_t \tilde{f}_u|^p d\mu \\
\leq C' \frac{u^{-p}}{u^{p/2}} \int_M \Gamma(\tilde{f}_u)^{p/2} d\mu \\
= C' \frac{u^{-q}}{u^{p/2}} \int_{\{u \leq |f| \leq cu\}} \Gamma(f)^{p/2} d\mu.
$$

So by integration we get,

$$
\int_0^\infty \mu(\{|\tilde{f}_u - P_t \tilde{f}_u| \geq u\}) d(u^q) \leq \int_0^\infty C' q^{-1} \int_{\{|f| \leq cu\}} \Gamma(f)^{p/2} d\mu d(u^q) \\
\leq C' q \int_M \Gamma(f)^{p/2} \int_{|f|/c}^{|f|} \frac{du}{u} d\mu \\
= C' q \ln c \int_M \Gamma(f)^{p/2} d\mu.
$$

On the other hand, we have

$$
|f - \tilde{f}_u| = |f - \tilde{f}_u| 1_{\{|f| \leq cu\}} + |f - \tilde{f}_u| 1_{\{|f| > cu\}} \\
= \min(u, |f|) 1_{\{|f| \leq cu\}} + (|f| - (c - 1)u) 1_{\{|f| > cu\}} \leq u + |f| 1_{\{|f| > cu\}}.
$$

By integrating, we obtain then

$$
\int_0^\infty \mu(\{|P_t |(f - \tilde{f}_u)| \geq 2u\}) d(u^q) \leq \int_0^\infty \mu(\{|P_t |f| 1_{\{|f| > cu\}}\} \geq u\}) d(u^q) \\
\leq \int_0^\infty \frac{1}{u} \left( \int_M |f| 1_{\{|f| > cu\}} d\mu \right) d(u^q) \quad (P_t \text{ is a contraction on } L^1(M)) \\
= \frac{q}{q - 1} \int_M |f| \left( \int_0^\infty 1_{\{|f| > cu\}} d(u^{q-1}) \right) d\mu \\
= \frac{q}{q - 1} \frac{1}{cq^{-1}} \|f\|_q^q.
$$

Gathering all the estimates, we can then conclude

$$
\frac{1}{5^q} \int_M |f|^q d\mu = \frac{1}{5^q} \|f\|_q^q = \int_0^\infty \mu(\{|f| \geq 5u\}) d(u^q) \\
\leq C' q \ln c \int_M \Gamma(f)^{p/2} d\mu + \frac{q}{q - 1} \frac{1}{cq^{-1}} \|f\|_q^q
$$

If we pick a large $c \geq 5$ depending on $q$ such that $\frac{1}{5^q} > \frac{q}{q - 1} \frac{1}{cq^{-1}}$, we have proved the claim

$$
\|f\|_q^q \leq C^q \|\sqrt{\Gamma(f)}\|_p^p
$$
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with \( C = \left( \frac{C'q \ln c}{q} \right)^{1/q}. \)

**Step 3.** Finally, it remains to prove \( \|f\|_q < \infty \) is actually a consequence of \( \|\sqrt{\Gamma(f)}\|_p < \infty, \|f\|_{B^p_q(M)} \leq 1 \), so that we can remove the condition \( f \in L^q(M) \) from Step 2 and complete the proof of theorem. From the weak type inequality of Step 1, we have \( \|f\|_{q,\infty} < \infty \). For any \( 0 < \epsilon < 1 \), we define

\[
N_\epsilon(f) = \int_{\epsilon}^{1/\epsilon} \mu(\{|f| \geq 5u\}) d(u^q) \leq \frac{2q}{5^q} \left( \ln \frac{1}{\epsilon} \right) \|f\|_{q,\infty}^q < \infty.
\]

Following the argument in Step 2 again, we see that

\[
N_\epsilon(f) \leq C' q \ln c \int_M \Gamma(f)^{p/2} d\mu + \int_\epsilon^{1/\epsilon} \frac{1}{u} \left( \int_M |f| 1_{\{|f| > cu\}} d\mu \right) d(u^q).
\]

The first term is bounded, and the second term can be estimated as follows.

\[
= \int_\epsilon^{1/\epsilon} \frac{1}{u} \left( cu \mu(\{|f| > cu\}) + c \int_u^\infty \mu(\{|f| > cv\}) dv \right) d(u^q) \\
\leq (c + \frac{c}{q-1}) \mu(\{|f| \geq cu\}) d(u^q) + \frac{cq}{(q-1)e^{q-1}} \int_1^{\infty} \mu(\{|f| \geq cu\}) d(u) \\
\leq \frac{q}{q-1} \frac{5^q}{e^{q-1}} N_\epsilon(f) + \frac{cq}{q-1} \int_1^{5/\epsilon c} \frac{\|f\|_{q,\infty}^q d(u^q)}{(cu)^q} + \frac{cq}{(q-1)e^{q-1}} \int_1^{\infty} \|f\|_{q,\infty}^q d(u) \\
= \frac{q}{q-1} \frac{5^q}{e^{q-1}} N_\epsilon(f) + \frac{1}{q-1} \|f\|_{q,\infty}^q \left( q \ln \frac{c}{5} + \frac{1}{q-1} \right)
\]

So, by choosing \( c \) large enough, we have \( \sup_{0 < \epsilon < 1} N_\epsilon(f) < \infty \) which implies \( \|f\|_q = \lim_{\epsilon \to 0} 5(N_\epsilon(f))^{1/q} < \infty \). This completes the proof.

\[\square\]

### 4.4 Isoperimetric inequalities

**Theorem 4.4.** Let \( D > 1 \). Let us assume that \( M \) is not compact in the metric topology, then the following assertions are equivalent:

1. There exists a constant \( C_1 > 0 \) such that for every \( x \in M, r \geq 0, \)

\[
\mu(B(x,r)) \geq C_1 r^D.
\]

2. There exists a constant \( C_2 > 0 \) such that for \( x \in M, t > 0, \)

\[
p(x,x,t) \leq \frac{C_2}{t^D}.
\]
(3) For some \( 1 \leq p, q, r < \infty \) with \( \frac{1}{q} = \frac{1}{p} - \frac{r}{qD} \), there exists a constant \( C_3 > 0 \) such that for all \( f \in C_0^\infty(\mathbb{M}) \), we have

\[
\|f\|_q \leq C_3 \sqrt{\Gamma(f)}\|f\|^{p/q}_p \|f\|^{1-p/q}_r.
\]

(4) There exists a constant \( C_4 > 0 \) such that for every Caccioppoli set \( E \subset \mathbb{M} \) one has

\[
\mu(E)^{\frac{D-q}{r}} \leq C_4 P(E).
\]

Remark 4.5. If we replace the condition of (3) by for all \( 1 \leq p, q, r < \infty \) with \( \frac{1}{q} = \frac{1}{p} - \frac{r}{qD} \), (1), (2), (3) and (4) would still be equivalent.

Proof. That (1) \( \rightarrow \) (2) follows immediately from the Li-Yau Gaussian upper bound

\[
p(x, x, t) \leq \frac{C}{\mu(B(x, \sqrt{t})}\]

The proof that (2) \( \rightarrow \) (3) follows from the improved Sobolev embedding Theorem 4.3. Indeed, (2) implies first that for \( x, y \in \mathbb{M} \),

\[
p(x, y, t) = \int_{\mathbb{M}} p(x, z, t/2)p(z, y, t/2)\mu(dz)
\]

\[
\leq \sqrt{\int_{\mathbb{M}} p(x, z, t/2)^2\mu(dz)} \sqrt{\int_{\mathbb{M}} p(y, z, t/2)^2\mu(dz)}
\]

\[
= \sqrt{p(x, x, t)}p(y, y, t)
\]

\[
\leq \frac{C_2}{t^{\frac{D}{2}}}
\]

Therefore, for every \( f \in L^1(\mathbb{M}) \), we have

\[
\|P_t(f)\|_\infty = \left\| \int_{\mathbb{M}} p(\cdot, y, t)f(y)\mu(dy) \right\|_\infty \leq \|P(\cdot, y, t)\|_{\infty}\|f\|_1 \leq \frac{C_2}{t^{D/2}}\|f\|_1.
\]

On the other hand, \( P_t \) is a contraction on \( L^\infty(\mathbb{M}) \), i.e. \( \|P_t\|_{\infty \rightarrow \infty} \leq 1 \). Therefore, by the Riesz-Thorin interpolation theorem, we deduce that we have the following heat semigroup embedding

\[
\|P_t\|_{r \rightarrow \infty} \leq \frac{C_2^{1/r}}{t^{D/2r}}, \quad r \geq 1.
\]

Let now \( 1 \leq p, q, r < \infty \) such that \( \frac{1}{q} = \frac{1}{p} - \frac{r}{qD} \). Since for \( \theta = \frac{p}{q} - \frac{\theta}{2(\theta-1)} - \frac{D}{2r} = 0 \), we have

\[
\|f\|_{B_{\theta/(\theta-1)}}^{\theta/(\theta-1)} = \sup_{t > 0} t^{-\theta/2(\theta-1)}\|P_t f\|_\infty
\]

\[
\leq \sup_{t > 0} t^{-\theta/2(\theta-1)} \frac{C_2^{1/r}}{t^{D/2r}} \|f\|_r = C_2^{1/r}\|f\|_r,
\]
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we can conclude (3) from the improved Sobolev embedding of Theorem 4.3. The proof that (3) is equivalent to (4) follows the classical ideas of Fleming-Rishel and Maz’ya, and it is based on a generalization of Federer’s co-area formula for the space $BV(M)$.

Finally, we show that $(3) \to (1)$. We adapt an idea in [47] (see Theorem 3.1.5 on p. 58). For any fix $x \in M$, $s > 0$, consider the function $$f(y) = \max\{s - d(x, y), 0\}.$$ Then, it is easily seen that $$\|f\|_q \geq (s/2)\mu(B(x, s/2))^{1/q}$$ $$\|f\|_r \leq s\mu(B(x, s))^{1/r}$$ $$\|\sqrt{\Gamma(f)}\|_p \leq \mu(B(x, s))^{1/p}.$$ Hence, from (3) we have $$\mu(B(x, s/2))^{1/q} \leq 2C_3s^{-p/q}\mu(B(x, s))^{1/q+(1/p)(1-p/q)}$$ $$= 2C_3s^{-p/q}\mu(B(x, s))^{1/q+p/qD}.$$ This can be written as follows. $$\mu(B(x, s)) \geq (2C_3)^{-D/q/(D+p)}s^{Dp/(D+p)}\mu(B(x, s/2))^{D/(D+p)}.$$ $$\mu(B(x, s)) \geq \{(2C_3)^{-q}s^p\}^a\mu(B(x, s/2))^a$$ where $a = D/(D + p) < 1$. Replacing $s$ by $s/2$ iteratively, we obtain $$\mu(B(x, s)) \geq (2C_3)^{-q}\sum_{j=1}^\infty a^j \geq (2C_3)^{-q}\sum_{j=1}^\infty (j-1)a^j \mu(B(x, s/2^j))^{a^j}.$$ From the volume doubling property proved in [15], we have the control $$\mu(B(x, s/2^j)) \geq C^{-1}(1/2^i)^Q\mu(B(x, s)),$$ for some $C = C(p_1, p_2, \kappa, d) > 0$ and $Q = \log_2 C$.

Therefore, we have $$\liminf_{i \to \infty} \mu(B(x, s/2^i))^{a^j} \geq \lim_{i \to \infty} (C^{-1}\mu(B(x, s)))^{a^j}(1/2^i)^{iQa^j} = 1.$$ Since $\sum_{j=1}^\infty a^j = D/p$, $\sum_{j=1}^\infty (j-1)a^j = D^2/p^2$, we obtain the volume growth control $$\mu(B(x, s)) \geq 2^{-(q+D)/p}C_3^{-qD/p}s^D.$$ This establishes (1), thus completing the proof.
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